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This paper provides an overview of methods to detect, locate, and characterize damage in
structural and mechanical systems by examining changes in measured vibration response.
Research in vibration-based damage identification has been rapidly expanding over the last
few years. The basic idea behind this technology is that modal parameters (notably
frequencies, mode shapes, and modal damping) are functions of the physical properties of the
structure (mass, damping, and stiffness). Therefore, changes in the physical properties will
cause detectable changes in the modal properties. The motivation for the development of this
technology is presented. The methods are categorized according to various criteria such as
the level of damage detection provided, model-based vs. non-model-based methods and linear
vs. nonlinear methods. The methods are also described in general terms including
difficulties associated with their implementation and their fidelity. Past, current and
future-planned applications of this technology to actual engineering systems are
summarized. The paper concludes with a discussion of critical issues for future research in
the area of vibration-based damage identification.
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INTRODUCTION

The interest in the ability to monitor a structure and detect damage at the earliest possible
stage is pervasive throughout the civil, mechanical, and aerospace engineering communities.
For the purposes of this paper, damage is defined as changes introduced into a system,
either intentional or unintentional, which adversely effect the current or future performance
of that system. These systems can be either natural or man-made. As an example, an
anti-aircraft missile is typically fired to intentionally introduce damage that will
immediately alter the flight characteristics of the target aircraft. Biological systems can be
unintentionally subject to the damaging effects of ionizing radiation. However, depending on
the levels of exposure, these systems may not show the adverse effects of this damaging
event for many years or even future generations. Implicit in this definition of damage is that
the concept of damage is not meaningful without a comparison between two different states
of the system, one of which is assumed to represent the initial, and often undamaged, state.

Most currently used damage identification methods are included in one of the following
categories: visual or localized experimental methods such as acoustic or ultrasonic methods,
magnetic field methods, radiography, eddy-current methods or thermal field methods
(Doherty,1997). All of these experimental techniques require that the vicinity of the damage
1s known a priori and that the portion of the structure being inspected is readily accessible.
The need for quantitative global damage detection methods that can be applied to complex
structures has led to the development and continued research of methods that examine
changes in the vibration characteristics of the structure.

The increase in research activity regarding vibration-based damage detection is the result of
the coupling between many factors. These factors can be generally categorized as spectacular
failures resulting in loss of life that have received ample news media coverage, economic
concerns, and recent technical advancements. Failures such as the in-flight loss of the
exterior skin on an Aloha Airlines flight in Hawaii and the resulting media coverage focus
the public’s attention on the need for testing, monitoring, and evaluation to ensure the safety
of structures and mechanical systems used by the public. The public’s concerns, in turn,
focus the attention of politicians on this issue and, hence, industry and regulatory agencies
are influenced to provide the funding resources necessary for the development and
advancement of this technology. The current state of aging infrastructure and the economics
associated with its repair have also been motivating factors for the development of methods
that can be used to detect the onset of damage or deterioration at the earliest possible stage.
Finally, technological advancements including increases in cost-effective computing memory
and speed, advances in sensors including non contact and remotely monitored sensors and
adaptation and advancements of the finite element method represent technical
developments that have contributed to recent improvements in vibration-based damage
detection. Additional factors that have contributed to these improvements are the
adaptation and advancements in experimental techniques such as modal testing (most
recently by the civil engineering community), and development of linear and nonlinear
system identification methods. Recently, a workshop specific to the topic of vibration based
health monitoring was held at Stanford University (Chang, 1997).

It is the authors’ speculation that damage or fault detection, as determined by changes in the
dynamic properties or response of systems, has been practiced in a qualitative manner,
using acoustic techniques, since modern man has used tools. More recently, this subject has
received considerable attention in the technical literature where there has been a concerted
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effort to develop a firmer mathematical and physical foundation for this technology.
However, the basic idea remains that commonly measured modal parameters (notably
frequencies, mode shapes, and modal damping) are functions of the physical properties of the
structure (mass, damping, and stiffness). Therefore, changes in the physical properties, such
as reductions in stiffness resulting from the onset of cracks or loosening of a connection, will
cause detectable changes in these modal properties. Because changes in modal properties or
properties derived from these quantities are being used as indicators of damage, the process
of vibration-based damage detection eventually reduces to some form of a pattern
recognition problem.

The idea that changes in vibration characteristics can provide information regarding
damage in a structure is very intuitive and one may ask the question: Why has this
technology taken such a long time to be formally and generally adopted by the modern
engineering community? The answer is that there are several confounding factors making
vibration-based damage identification difficult to implement in practice. First, standard
modal properties represent a form of data compression. Modal properties are estimated
experimentally from measured response-time histories. A typical time-history may have
1024 data points, and if measurements are made at 100 points, there are 102,400 pieces of
information regarding the current state of the structure. For this discussion the additional
data typically obtained from averaging will not be considered as providing supplemental
data, but rather improving the accuracy of 100 measurements. Through system
identification procedures commonly referred to as experimental modal analysis (Ewins,
1984) this volume of data is reduced to some number of resonant frequencies, mode shapes
and modal damping values. This data compression is done because the modal quantities are
easier to visualize, physically interpret, and interpret in terms of standard mathematical
modeling of vibrating systems than are the actual time-history measurements. If twenty real
modes are identified, then the 102,400 pieces of information will have been reduced to
2020-2040 pieces of information (20 modes each consisting of 1 resonant frequency value, 1
modal damping value and 100 modal amplitude values).

Intuitively, information about the current state of the structure must be lost in this data
reduction and system identification process. The loss of information occurs primarily from
the fact that for a linear system the modal properties are independent of the excitation
signal characteristics (amplitude and frequency content) and the location of the excitation,
whereas the time histories are not. In addition, if the input excites response at frequencies
greater than those that can be resolved with the specified data sampling parameters, the
identified modes will not provide any information regarding the higher frequency response
characteristics of the structure that are contributing to the measured time-history responses.
Within the measured frequency range of response it is often difficult to identify all the modes
contributing to the measured response because of coupling between the modes that are
closely spaced in frequency. This difficulty is observed more commonly at the higher
frequency portions of the spectrum where the modal density is typically greater. Also, the
introduction of bias (or systematic) errors, such as those that arise from windowing of the
data, finite frequency resolution, and those that arise from changing environmental
conditions during the test, will tend to make the identified modal parameters less
representative of the true dynamic properties of the structure.

Another confounding factor is the fact that damage typically is a local phenomenon. Local
response is captured by higher frequency modes whereas lower frequency modes tend to
capture the global response of the structure and are less sensitive to local changes in a
structure. From a testing standpoint it is more difficult to excite the higher frequency

1-133



response of a structure, as more energy is required to produce measurable response at these
higher frequencies than at the lower frequencies. These factors coupled with the loss of
information resulting from the necessary reduction of time-history measurements to modal
properties add difficulties to the process of vibration-based damage identification. These
factors also contribute to the limitation of this technology to the research arena with only
limited practice by the engineering community.

A logical question then is why not examine the time-histories directly for indications of
damage? The answer is that, despite the difficulties associated with damage detection based
on changes in modal properties, it is even more difficult to identify damage by examining
response-time histories directly. To identify that damage has occurred based on the changes
in patterns of these time histories and relate these changes to physical changes in the
structure is a very difficult problem. If excitation sources change and/or environmental
conditions change this process becomes even more difficult. However, it should be pointed
out that in a situation where the system response changes from linear to nonlinear, time
histories alone (actually their frequency domain power spectra) could be sufficient to identify
damage. Generally, correct identification requires that the location of the damage be known
a priori, as 1s typically the case with loosening of bearings on rotating machinery. Detecting
the onset of nonlinear vibration behavior in rotating machinery represents one of the most
widely practiced forms of vibration-based damage identification (Wowk, 1991).

Notwithstanding the difficulties discussed above, advances in vibration-based damage
detection over the last 20-30 years have produced new methods of examining dynamic data
for indications of structural damage. These methods are seeing more widespread
applications. One of the most prominent examples of this application is NASA’s space
shuttle modal inspection system (Hunt, et al., 1990). Because of difficulties accessing the
exterior surface caused by the thermal protective system, a vibration-based damage
detection system was developed. This system has identified damage that would have eluded
traditional non-destructive testing methods because of inaccessibility to the damaged
components and has been adopted as a standard inspection tool for the Space Shuttle
Orbiter structures.

It is the intent of this paper to provide an overview of these recent advances in
vibration-based damage detection. This paper is based on a previous detailed review of the
vibration-based damage detection literature (Doebling, et al.,, 1996a). As mentioned
previously, the field of damage identification is very broad and encompasses both local and
global methods. This paper will be limited to global methods that are used to infer damage
from changes in vibration characteristics of the structure. Many different issues are critical
to the success of using the observed changes in mechanical vibration characteristics of a
structure for damage identification and health monitoring. Among the important issues are
excitation and measurement considerations, including the selection of the type and location
of sensors, and the type and location of the excitations. Another important topic is signal
processing, which includes such methods as Fourier analysis, time-frequency analysis and
wavelet analysis. In this paper, these peripheral issues will not be directly addressed. The
scope of this paper will be limited to the methods that use changes in modal properties (i.e.
modal frequencies, modal damping ratios, and mode shapes) to infer changes in mechanical
properties, and the application of these methods to engineering problems. The review
includes both methods that are based solely on changes in the measured data as well as
those methods that use a finite element model (FEM) in the formulation. The reader should
note that methods based on identifying nonlinear response or non-parametric models (such
as neural network-based approaches) are not included in this review. Also the large amount
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of literature applicable to fault detection and diagnosis in rotating machinery is not reviewed.
Application-specific experimental considerations are also not included within the scope of
this paper.

CLASSIFICATION OF DAMAGE AND DAMAGE IDENTIFICATION METHODS
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The effects of damage on a structure can be classified as linear or nonlinear. A linear damage
situation is defined as the case when the initially linear-elastic structure remains
linear-elastic after damage. The changes in modal properties are a result of changes in the
geometry and/or the material properties of the structure, but the structural response can
still be modeled using linear equations of motion. Linear methods can be further classified as
model-based and non-model based. Model-based methods assume that the monitored
structure responds in some predetermined manner that can be accurately discretized by
finite element analysis, such as the response described by Euler-Bernoulli beam theory.
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Nonlinear damage is defined as the case when the initially linear-elastic structure behaves
in a nonlinear manner after the damage has been introduced. One example of nonlinear
damage is the formation of a fatigue crack that subsequently opens and closes under the
normal operating vibration environment. Other examples include loose connections that
rattle and nonlinear material behavior such as that exhibited by polymers. The majority of
the studies reported in the technical literature address only the problem of linear damage
detection.

1-135




FERRTARS & 1%, WO PEREE Y N IS 2 52 T - IR B A R TR I ER SN D . FEIE
BEO—FIE LTI, @ ORBERE FICBW RS AN O AN 280 RL THET I HON
HIFOND. T, DEHEXEEELT LD 28— R MTE0R Y ~—0 X 5 72 BB ERES ¢
ZDO—FITHD. LHICHE SN TV DIFEDO K ZE0T, BIBRERHBBEICOAR Y HAZL DT
H5.

Another classification system for damage-identification methods defines four levels of
damage identification, as follows (Rytter, 1993):

* Level 1: Determination that damage is present in the structure

* Level 2: Level 1 plus determination of the geometric location of the damage
* Level 3: Level 2 plus quantification of the severity of the damage

* Level 4: Level 3 plus prediction of the remaining service life of the structure

To date, vibration-based damage identification methods that do not make use of some
structural model primarily provide Level 1 and Level 2 damage identification. When
vibration-based methods are coupled with a structural model, Level 3 damage identification
can be obtained in some cases. Level 4 prediction is generally associated with the fields of
fracture mechanics, fatigue-life analysis, or structural design assessment and, as such, is not
addressed in this paper.
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Another category of classification for damage identification techniques makes the distinction
between methods that are used for continuous monitoring of structural performance and
methods that are applicable to the detection of damage caused by extreme events. As an
example, a system that uses continuous or intermittent accelerometer measurements from
sensors mounted permanently to a bridge is different in terms of instrumentation and data
acquisition requirements from a system that does not acquire data except during and
immediately following an earthquake or a hurricane. It should be noted that the primary
distinction between these situations has to do with the sensors and data acquisition system
requirements. Typically, the same types of analytical techniques can be applied to the data
to determine the integrity of the structure.
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Most of the modern developments in vibration-based damage detection stem from studies
performed in the 1970s and early 1980s by the offshore oil industry. See Vandiver (1975,
1977); Begg, et al. (1976); Loland and Dodds (1976); Wojnarowski (1977); Coppolino and
Rubin (1980); Duggan et al. (1980); Kenley and Dodds (1980); Crohas and Lepert (1982);
Nataraja (1983); and Whittome and Dodds (1983) for details on these studies. However, most
of the proposed techniques were less than successful. Instead, it was found that
above-water-line measurements could provide information about resonant frequencies only.
Environmental conditions such as marine growth that added significant mass to the
structure, equipment noise, and changing mass associated with changing fluid tank levels
caused changes in the measurements that were not the result of damage. These tests also
identified uniqueness issues associated with locating the damage spatially if only resonant
frequencies are used. Because of the lack of success, the oil industry mostly abandoned
pursuit of this technology in the mid- 1980s.
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DAMAGE DETECTION BASED ON CHANGES IN BASIC MODAL
PROPERTIES
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Numerous other investigators who have tried to examine changes in basic modal properties
have encountered issues similar to those encountered in the offshore oil industry. In this
context basic modal properties will be defined as resonant frequencies, modal damping, and
mode shape vectors.
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FREQUENCY CHANGES
JRB A

The amount of literature related to damage detection using shifts in resonant frequencies is
quite large. Salawu (1997a) presents an excellent review on the use of modal frequency
changes for damage diagnostics. The observation that changes in structural properties cause
changes in vibration frequencies was the impetus for using modal methods for damage
identification and health monitoring. Because of the large amount of literature, not all
papers that the authors have reviewed on this subject are included in the reference list of
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this paper. A more thorough review and reference list can be found in Doebling (1996a). An
effort has been made to include the early work on the subject, some papers representative of
the different types of work done in this area, and papers that are considered by the authors
to be significant contributions in this area.
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It should be noted that frequency shifts have significant practical limitations for applications
to the types of structures considered in this review, although ongoing and future work may
help resolve these difficulties. The somewhat low sensitivity of frequency shifts to damage
requires either very precise measurements or large levels of damage. However, recent
studies have shown that resonant frequencies have much less statistical variation from
random error sources than other modal parameters (Farrar, et al. (1997), Doebling, et al.
(1997a)).

B U C ORI T, AWM OZ L2 T 2 1213 E OFER R U RESID Z &2 DN,
HEATH & D WVITFEROMF R FIC L > TEN D OFENRR SN D TH A 5. HIEIC L D EEHOLE
1L, BENIEFITERN 2D, FHIEEZ B ESE2H 5 WITEEL Vv E EF 50 Lanv EEAd
HZENEELV. UL, wTdOFarrar5(1997), Doeblings (1997a)OHF3E CTlE, fhdE— K17
A —H =TT, RERBIIAHAZ = 7 — R L DM FR RS ENIEF I/ NS N &R
s Tnsg.

For example, in offshore platforms damage-induced frequency shifts are difficult to
distinguish from shifts resulting from increased mass from marine growth. Tests conducted
on the Interstate 40 highway bridge (Farrar, et al., 1994) also demonstrate that frequency
shifts are not sensitive indicators of damage. When the cross-sectional stiffness at the center
of a main plate girder had been reduced 96.4%, reducing the bending stiffness of the overall
bridge cross-section by 21%, no significant reductions in the modal frequencies were
observed. Currently, using frequency shifts to detect damage appears to be more practical in
applications where such shifts can be measured very precisely in a controlled environment,
such as for quality control in manufacturing. As an example, a method known as “resonant
ultrasound spectroscopy”, which uses homodyne detectors to make precise sine-sweep
frequency measurements, has been used successfully to determine out-of-roundness of ball
bearings (Migliori, et al., 1993).
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Also, because modal frequencies are a global property of the structure, it is not clear that
shifts in this parameter can be used to identify more than Level 1 damage. In other words,
the frequencies generally cannot provide spatial information about structural changes. An
exception to this limitation occurs at higher modal frequencies, where the modes are
associated with local responses. However, the practical limitations involved with the
excitation and extraction of these local modes, caused in part by high modal density, can
make them difficult to identify. Multiple frequency shifts can provide spatial information
about structural damage because changes in the structure at different locations will cause
different combinations of changes in the modal frequencies. However, as pointed out by
several authors, there are often an insufficient number of frequencies with significant
enough changes to determine the location of the damage uniquely.
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The Forward Problem
BRI A

The forward problem, which usually falls into the category of Level 1 damage identification,
consists of calculating frequency shifts from a known type of damage. Typically, the damage
1s modeled mathematically, then the measured frequencies are compared to the predicted
frequencies to determine the damage. This method was used extensively by the previously
mentioned offshore oil industry investigators.

LUV THREBRIED 7 ) — I S DRI, BERTh 252 A 776 BB b & 55
TOLDOTHL. W, BEEZEFAETTNVTET MMEL T, FMEBE L BEET VI K D HEER
B WBRaTd 5. KAFEE, Rl ~TlEaMEROREEN L E->THDH D THS.

As an example, Cawley and Adams (1979) give a formulation to detect damage in composite
materials from frequency shifts. They start with the ratio between frequency shifts for two
different modes. A grid of possible damage points is considered, and an error term is
constructed that relates the measured frequency shifts to those predicted by a model based
on a local stiffness reduction. A number of mode pairs is considered for each potential
damage location, and the pair giving the lowest error indicates the location of the damage.
The formulation does not account for possible multiple-damage locations. Special
consideration is given to the anisotropic behavior of the composite materials.

Bl 21X, Cawley &Adams (1979)i%, JAEEOE»HSEAMENCBIT 2 EERHZER(L LT,
ik, 220805 — NOBKRBELOLRICER Lic. £7, HERSRELE I RAOKT25
ZC, AWEHEALOERE & RETAICRIMEZ ST ST /M X D HEEE & OBR» HREEE K
ET D, KE— FOMAENOHREME L L TORMREMEZ B X T, ENRH/NSL<25E— RO/
AHEBEME S L CREMNT S, 2ok, ERoBEMEEZRET S L O TIERW. EEM
BtoRAGWEZRE 26T 556, FICHETOILERDD.
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Friswell, et al. (1994) present the results of an attempt to identify damage based on a known
catalog of likely damage scenarios. The authors presumed that an existing model of the
structure is highly accurate. Using this model, they computed frequency shifts of the first
several modes for both the undamaged structure and all the postulated damage scenarios.
Then ratios of all the frequency shifts were calculated. For the candidate structure, the same
ratios were computed, and a power-law relation was fit to these two sets of numbers. When
the body of data is noise-free, and when the candidate structure lies in the class of assumed
damages, the correct type of damage should produce a fit that is a line with unity slope. For
all other types of damage the fit will be inexact. The likelihood of damage was keyed on the
quality of the fit to each pattern of known damage. Two measures of fit were used: the first
was related to the correlation coefficient; the second was a measure of how close the
exponent and coefficient were to unity. Both measures were defined on a scale from 0 to 100.
It was hypothesized that damage was present when both measures were near 100.

Friswell® (1994)1%, fHEESNAHBES TV AO—E X BEREICET LR 2 H®E L Tn5.
FFOIL, BEDOBGFET AVRERICEVEEZATHLOLHELTND. ZOET AV EHEST,
PO L HE L2 TORE YT U A28 L LT, WL OhDOEKRE— KNOEHEL %5
Bl ZLTC, 2CORMEEEIOLREHE L. S0 hns, B UCHRPHE SN2
Ty M L TREFA T END. T—F BRI A AREENT, DOEMEEDMUE S iz
HE7 72 CHHEE, ELWEEZ A 7L LT EARDEFIUNG 255, OB E~
A IR LCIE, EfERITENELNRNTHA D). BEDOLEIL, HE X — 2 ONT U E 1 %
ToTWa., I FEE UL, MEBRKICE b0 L, FEEIRMEEICE D b0ORH . miFEE
H0N1H100D A7 — /)L TERIINTWD. HIENFIET HLAITIE, W TFEE H100ICTVVEE 78 5.

Juneja, et al. (1997) present a forward technique called contrast maximization to match the
response of the damaged structure to a database of structural responses to locate the
damage. They also develop a predictive measure of the detectability of the damage.
Gudmundson, (1982), Tracy and Pardoen, (1989), and Penny, et al. (1993) present other
approaches to the forward problem.

Juneja, 5 (199N1%, 5 LI-EEY OISE EEEIGE T — 4 _X— A LB EZHAS D2 v
F T A MR E IR A NERMBEHREABR L TS, £, 51, BERBHEEEICE L THLE
% L TC\W5%. Gudmundson (1982), Tracy & Pardoen (1989)% L C Penny® (1993)i%, NERIE~D
T 7o —FFEEZREERL TND.

The Inverse Problem
WA

The inverse problem, which is typically Level 2 or Level 3 damage identification, consists of
calculating the damage parameters, e.g., crack length and/or location, from the frequency
shifts. Lifshitz and Rotem (1969) present what may be the first journal article to propose
damage detection via vibration measurements. They look at the change in the dynamic
moduli, which can be related to the frequency shift, as indicating damage in particle-filled
elastomers. The dynamic moduli, which are the slopes of the extensional and rotational
stress-strain curves under dynamic loading, are computed for the test articles from a
curve-fit of the measured stress-strain relationships, at various levels of filling.

LAV 2H BIE L -ULV3OBERIE TH HWREIL, BREOENNS T T v 7 ORESHDHVIFIESE
DHENT A —2—2BETHEHEDTHS. Lifshitzt Rotem (1969)1%, EEIEHANIC X - THEEMRT
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EAEET 2RO EZFEL L. 1613, BEHEOZLICBE S 2 BRI OLIE B L, Hoki
FREET X b~—OHGEZRH Lz, BIRREE, BIRREOIER TiZkiT 2 5157m & BT
DISHOFTHIRAL TH Y, & F S ERFBIREBIZB T 215 O ZBIR O FZHE O di#RT P 5
ARSI L LCRtR SN D.

Stubbs and Osegueda (1990a, 1990b) developed a damage detection method using the
sensitivity of modal frequency changes that is based on work by Cawley and Adams (1979).
In this method, an error function for the each mode and each structural member is computed
assuming that only one member is damaged. The member that minimizes this error is
determined to be the damaged member. This method is demonstrated to produce more
accurate results than their previous method in the case where the number of members is
much greater than the number of measured modes. The authors point out that this
frequency-change sensitivity method relies on sensitivity matrices that are computed using
a FEM. This requirement increases the computational burden of these methods and also
increases the dependence on an accurate prior numerical model. To overcome this drawback,
Stubbs, et al. (1992) developed a damage index method, which is presented in the section on
methods that use mode shape curvature changes.

Stubbs & Osegueda (1990a, 1990b)i%, Cawley & Adams (1979 DAFFERRICHS &, £— FEMEK
A DR AW HBERHTFELZBRRE LZ. ZOFEE, b0 SOEMMBREE L S IEL
T, FE— FESHERMORRERRZHAET 200 TH S, Z ORREREE F/IMET 25 28
W E LTRSS, M LT — ML D 2 < 2556, ERFEICH S TREEE
D ERRD Tz, FEFE LI, T OBEBZE G FIEOEFEMEICE LT, FEMZf > CEHHA
SINTEZME~ Y v 7 ATRRGE LT, ZOERFHT, OO FEOFEARmAHENSES &L
HIZ, KV IEMERBIEE T MK T DIKAMES T 5. Z OREEFRT 272012, Stubbs b
(1992)i%, E— NBROIMFEE(IC L HEGHEEEZBHSE L.

Morassi (1997) presents an inverse technique to localize notch effects in steel frames using
changes in modal frequency. This study focuses particularly on the accuracy of the assumed
reference (undamaged) structural configuration and the practicality of making vibration
measurements in the field. Koh, et al. (1995) use a recursive method based on static
condensation to locate damage based on measured modal frequencies.

Morassi (19971%, €&— REEEOZEZH W CHEEMEE ST 5/ v FhRONEEZ R T 57
OB EE R E L. Z ORI, fEE2IEEREY O EfE /e S CIEB IR o F I HE
REHZTTWAD. Kohd (19951, E— REEEGHU  HEEALE Z T 572012, FEMERIZ X
Zlal@iE 2w L.

Further examples of inverse methods for examining changes in modal frequencies for
indications of damage are presented by: Adams, et al. (1978); Wang and Zhang (1987);
Stubbs, et al. (1990); Hearn and Testa (1991); Richardson and Mannan (1992); Sanders, et al.
(1992); Narkis (1994); Brincker, et al. (1995); Balis Crema, et al. (1995); Skjaerbaek, et al.
(1996a); Al-Qaisia and Meneghetti (1997); and Villemure, et al. (1996).

Zofl, E— REEEOE) HEERET 572 DI B Z B L7Fse g & LT, Adams
5(1978), Wang& Zhang (1987), Stubbs(1990), Hearn& Testa (1991), Richardson & Mannan
(1992), Sanders®(1992), Narkis (1994), Brincker® (1995), Balis Crema ©(1995), Skjaerbaek
5 (1996a), Al-Qaisia & Meneghetti (1997), Villemure® (1996)3%F Hi15.
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MODE SHAPE CHANGES
= FPROZEL

EEN
F— FEIROZEIZ L 2BETHICE L TUTO L IR ENTN 5.

« FEM Z{# 1 L 72 WEEEY OGN EREICHOWT, E— FIBRICHT 5 E— FOREEEL %
(MAC) #MEABMEREIN TS, B— FERIIEA TR aElsh, 2 TonETF
FEIZBWT, MAC OZ(L#EEY OGN E R E IS S b.

< BEE DT — ROESICEHET 2 HERIZHES< MAC TH 5 “Node line MAC” [3EEIZ X
5 — RIAROZEAIZH 5 X 0 U CTh v, HENLE R E D 7= O — FO®ES & i
KIRNR S 2 BT A @ e FERB L OB — RIRROMSHE L ORIEFENREI A TH
%.

AEBOWHER X OEIRICE T 2 ERAESTRECH) & L TE— FEROZE(KIZ L B2E— N
FENEREDFENRENTWD., BESTSE— REMOkE AT, STRECH 38725 2
SOEE A BRI DREERIPEO IEMMEZ M cX 5.

« F72, B— NIRRT —# 2% LT Laplacian R D ES TR 2 H U= 2 oG E R H
FIE, EA X7 VBIEMATIC S S EERERIE DT O & o —ONE OB LT O Fik
DIEEEIN TS, flch, T— FROEORKEEIZ SV T MAC (COMAC) DA% % L
TWABFZEFHIRHRE STV 5.

(1) =— FERO#ME OTHhEe— FERENL

E— NERO R L OFTHE— FERICKD2BEHMICBEAL TUTFO X 9 ITZREN TN S,

RV DOIRE D ZE I e E A5 572012, B— FERAZEHAT b0, dhg (R
T OF R ITEREOBR) O X 9 72T — RBIRNL OFEREZFERT 5. 7ok, thRIE—F
TN & D R EE 2 W CHEIARETH 5.

cHEE— FOMENLERIND 2 DOWERBEOMICKIT 5T — R T AT R LF—0DH
DICESLS FIEMERENTEY, ML R 5T — RRT A ELICZOFEEHFEH LA
EALEOWRED FREME L BRFES TV D,

< EB— KR D OBOKMM 2 EHNFER L L TR T R2VREICHEOS S GAITIT,
HEINEZOTAHEEERT D2 EICLVERAEESND Z ERFEEINTNS.

(2) BIRICHIE SN RMIZESS FiE

BIICHIE S FMEIC S CHEFHMEICE L T TO L S lRsh T 5.
HBREFEL LT, BMESNIZFME~ M) v 7 22135, FME~ MY v 7 2L
At~ b Y > 7 ZZWERTH Y, i~ U v 7 ZIEMD LB Z BRI 5. Lcdio
T, e~ U v 7 Z0FF50NE, T 2 A B EICAEH S W72 B EIS G T 2 BRRK %
ARLTWD. BEFEECSNUICHET— MR SREED S, MIEShIEE~ ) v 7 2%
Al 2 LN TE D, ZOHFEICEDFME~ b v 7 2A0ERLIE, @ I3 TIERROE
— RFOHNMESND Z b, TP LERD.

CEE, ERREEYOE— NICK D GRSNTEFME~Y ) 7 2HDHWT FEM I X DM~ b
U2 2&BEGLIMEN DT — RIZE VARSI~ M) 7 22052 LI28Y, 8
ERFME~ MU 7 2kt S g, B— FREER O 5k L OB O 720, JIE S 2%k
P~ F U w7 ZFEKRE— FIZBIT 2 BICR BBUETH 5.

(3) FMELD KR

FZMEZL DI X A HEEOFMIZE T 5 FEICOWTUTO L YIRS TN D.
BRI R eV 2 Rk RE R L LT, MIE S NFEMEOMHANMER SN TS, £,
HEY) DR E ST MO ES HEERIH EATEREDO FELIREIN TN D,
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CKEROWPE SNT-FMEE RN L, WL 25T — X OFEICED S Wi 710 0 R0 RE
NHHEEBERRTEXD I ENFESN TN,

- MEEY) O SR —E T IV Of E—AEN B O A R T S HEERGEFIESTRECH) O A
Y7y FELTHIE SN FRMEEF AT FEMEREL TV D,

< BT EIC M A W THE I SN A AT RIS K B i O =R R AR S O Uk 7 R
THDHZEEBIIRPITRENTND, SRR X DRMITHNE, HIE S =M T8 050
L vk Sh, MRS MMEICL D FMEOhRESHEICIVEHSNS.

I, BET DM AR I OW T TOFENRIENTWND.

GRAfnF = v 7 1)

FFNT = > 7 %, AEERIPETT S & B E S N2 R MEITPI O M O BIfR 2 A & LT
W5 BAETANE, Z OREYBIRIZ EORERE SN TWAIEHET D Z LIk ERESR
L. BREITHORKEORENEE T T — O ERER CRERBICEA SRS,
(RIMERRZATHIE)

W PERR AT HIVELE, AR RIMETT S & A EY) O FNMEZC O BEBCTH 2T HET 5 2
EEIEARE LTS, BEREIZENT, BIMETINT I, EE&ITH L0 ERERIET 5
728, PRETHINCBWT L VIELELSEHESNTWS.

(BEFZMEOEE)

FEFEFMATHNE, WE SN IREEIR A B 2 -5 — ROFMATIN ST D EBE R LTV
5. D=, IEHERFMEAITINTAIE S 2T — R EEREZMITINCEBRMA T bh, HiEsh
7o RMEATHN O FHENT KT 2 B 22 AT A O3 FH DS FRIZAELTHI O X 0 IEMe 72 HEE I BN 5 2
LERRINTVAS.

(BAIE &N = HEFTH D EAL)

HEFREIZIB VT H S 42 BIFICHIE S AL RMATAI O 23T 2 2L, BificfllE S n
T2 RMEATHI L OEVRRICE W EFREIND L H 1T, BIICHIE SNZMIMETANCEH S b.

West (1984) presents what is possibly the first systematic use of mode shape information for the
location of structural damage without the use of a prior FEM. The author uses the modal
assurance criteria (MAC) to determine the level of correlation between modes from the test of an
undamaged Space Shuttle Orbiter body flap and the modes from the test of the flap after it has
been exposed to acoustic loading. The mode shapes are partitioned using various schemes, and
the change in MAC across the different partitioning techniques is used to localize the structural
damage.

West (1984)1%, FEM % ff ] L 72 \W &Y O HBIGNLE R E 25T 5 E — RO O > AT LHIE
O FEEEMEICOWTER LTS, EE 1T, 22— 23 % L Orbiter DEEKEAD 75 o 7 L 1
EATIC L DMEEZTED 7T v TOFERL DT — RIZOWTHBEL XL 2RO 572012, T—
ROMRRERYE (MAC) ZH LT\ 5. — FERIIEA 2 FERIC I oFEh, £ TonEITFE
IZBWT, MAC OZALAEY OGN E R EIC#EH S b.

Fox (1992) shows that single-number measures of mode shape changes such as the MAC are
relatively insensitive to damage in a beam with a saw cut. Again this highlights the problem that
too much data compression can cause in damage identification. “Node line MAC, ” a MAC based
on measurement points close to a node point for a particular mode, was found to be a more
sensitive indicator of changes in the mode shape caused by damage. Graphical comparisons of
relative changes in mode shapes proved to be the best way of detecting the damage location when
only resonant frequencies and mode shapes were examined. A simple method of correlating
node points —in modes that show relatively little change in resonant frequencies—with the
corresponding peak amplitude points—in modes that show large changes in resonant
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frequencies—was shown to locate the damage. The author also presents a method of scaling the
relative changes in mode shape to better identify the location of the damage.

Fox (1992) X, MAC ® X 5 7¢E— NIZRZE(ICET 5 —HOOPEMENR Z £ TUIWr+5 2 &
WZE Y BEX T ROBEICONTHRIEE TH D Z L 2R LIz, Sbig, HERETIET — % &)L
LT D ERMEE2VEDE NS T EEEHR L. FFEDE— FOHSIZITRET 2 HIE SIS
< MAC Th % “Nodeline MAC” 1%, HEIZ XL 5E— RIROZE(RIZHT D L 0 BUR/FBIE &L 72 D
ZERDbor ol B— RIROMERIZEL O e ik, HBiREE & 20T — REROARIZE
W, EMEZRETA2ROLBWHIETHL Z ERbhoTc. BEMEREICR LT, E— ot
IR HRENELLC Fo W TR A/ S 2 B R 9] & R & e B b & 7R 3 i KR i & BEE D 1) 5 i L7 F
ERRENTZ. ET2, EEE, BEMNEEZ XVREE LT3 5720, T— FERROHEIZE O
WFELZRERTD.

Mayes (1992) presents a method for modal error localization based on mode shape changes
known as structural translational and rotational error checking (STRECH). By taking ratios of
relative modal displacements, STRECH assess the accuracy of the structural stiffness between
two different structural degrees of freedom (DOF). STRECH can be applied to compare the
results of a test with an original FEM or to compare the results of two tests. Ratcliffe (1997)
presents a technique for locating damage in a beam that uses a finite difference approximation of
a Laplacian operator on mode shape data. Cobb and Liebst (1997) present a method for
prioritizing sensor locations for structural damage identification based on an eigenvector
sensitivity analysis. Skjaereak, et al. (1996b) examine the optimal sensor location issue for
detecting structural damage based on changes in mode shapes and modal frequencies using a
substructure iteration method.

Mays (1992)i%, #EiED W L OB T 2782 A&E(STRECH) & L CTabhd, E— RO
BAIZ L A E— NEEMBREOFELIER LTV, B+ 55— REMOEEHWT, STRECH
X R72 D 2 SO H HEICE T DRSO EMEME 2 M 5. BHEDO R -7 2 >OfEEH O
MR (DOF) OFEE %59 5. STRECH %, #BRfEE L Z0FAIO FEM Ok, £7-1% 2
DDOREBRIERD LRI EHA TX 5.

Ratcliffe (1997) 1%, £— FtkT — & 12xt LT Laplacian B T D75 2 L 7= 2 OB 5]
BE RO H720DOFEEIER LTS, Cobb & Liebst 1%, BEAXZ MVEEEMHTIZ IS < ffiEE
BRED T D& o — DAL E OB OFEEZHR LTV, Skjaereak 5(1996) 13, RN
WEZHEH LT, T MR RSB T 2B bic L 2EMOBEL2 RO 57200 P —0
BN E R EICOW TR LTV 5.

Yuen (1985); Rizos, et al. (1990); Osegueda, et al. (1992); Kam and Lee (1992); Kim, et al. (1992);
Srinivasan and Kot (1992) ; Ko, et al. (1994); Salawu and Williams (1994, 1995); Lam, et al.
(1995); Salawu (1995); Salawu (1997); and Saitoh and Takei (1996) provide examples of other
studies that examine changes in mode shapes. The studies focus primarily on MAC and
coordinate MAC (COMAC) values to identify damage.

Yuen (1985) ; Rizos 5 (1990) ; Osegueda & (1992) ; Kam & Lee (1992) ; Kim & (1992) ;
Srinivasan & Kot (1992) ; Ko & (1994) ; Salawu & Williams (1994, 1995); Lam, ft (1995);
Salawu (1995); Salawu (1997); # L T Saitoh and Takei (1996)1%E — RIEIRDOZALOFRFFIZEET
HMOMIEEF 2R LTV D, TOMREIE, BEEZRET D20, ROMICMACIZERL, &6
MAC (COMAC)DfE A Fi#FE L T\ 5.

MODE SHAPE CURVATURE/STRAIN MODE SHAPE CHANGES
T— FRD R OFHE— FIREL

An alternative to using mode shapes to obtain spatial information about sources of vibration
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changes is using mode shape derivatives, such as curvature. It is first noted that for beams,
plates, and shells there is a direct relationship between curvature and bending strain. Some
researchers discuss the practical issues of measuring strain directly or computing it from
displacements or accelerations.

REVEALDIRDOZER R E M AR D202, T— FERZEAT 2ROV, RO L5 E— FNF
Wb OFEEAERT L. £7, B, K, =B W TR & fhiF O I EEARERICH D 2
LEFEET D, BHEOTHERET 20VEME D WIS O B2 5 HE 20 AR 22 EIC S
Wi 2R BV D,

Pandey, et al. (1991) demonstrates that absolute changes in mode shape curvature can be a good
indicator of damage for the FEM beam structures they consider. The curvature values are
computed from the displacement mode shape using the central difference operator.

Pandey & (199113, #5235 272 FEM OZOEEITK L TE— MR O ROt i) 72 2L A3
EBORWEIETHDH Z L ABIEL TS, MiERITE— NEM LY P mEm a2 BB LTV,

Stubbs, et al. (1992) present a method based on the decrease in modal strain energy between two
structural DOF, as defined by the curvature of the measured mode shapes. Topole and Stubbs
(1994a, 1995b) examine the feasibility of using a limited set of modal parameters for structural
damage detection. In a more recent publication, Stubbs and Kim (1996) examine the feasibility of
localizing damage using this technique without baseline modal parameters.

Stubbs © (1992)1%, HIEE— ROMFENLERIND 2 SOMFEABEOMIZK T 5E— KA
FIL X — DI IS FEEH#ER L TW5. Topole & Stubbs (1994a, 1995b)i%, R G H D
72ODFT— RRT A =X DIRE I NT-METOwEHA O FHEMEIC DWW THREEL TV 5. iTDOFETII,
Stubbs & Kim (1996)7%, FEHEL 22— RRT A—Z B U|ZZ OFiEE M LB EALE OWRE D
AIHEMEZRRFEL TV 5.

Chance, et al. (1994) found that numerically calculating curvature from mode shapes resulted in
unacceptable errors. They used measured strains instead to measure curvature directly, which
dramatically improved results.

Chance 5(1994)i%, E— FRA O OHEROBUEM LR AHER L L THFATERWBRZITHO-
KT EERFEA L. H61E, BELZET H2ROVITHE SNZOTHEZEEH L, #ERIBIIIZK
EIhnr-.

Chen and Swamidas (1994); Dong,et al. (1994); Kondo and Hamamoto (1994); Nwosu, et al.
(1995); and Yao and Chang (1995) present other studies that identify damage from changes in
mode shape curvature or strain-based mode shapes.

Chen & Swamidas (1994) ; Dong ©» (1994) ; Kondo & Hamamoto (1994) ; Nwosu & (1995)%
LT Yao & Chang (1995)i%, E— RO S 2 XOT HICHES < E— RROZ( HHEE
ERFET D OO LRI L TN D,

METHODS BASED ON DYNAMICALLY MEASURED FLEXIBILITY
BRI SN I E S FiE
Another class of damage identification methods uses the dynamically measured flexibility matrix
to estimate changes in the static behavior of the structure. Because the flexibility matrix is
defined as the inverse of the static stiffness matrix, the flexibility matrix relates the applied
static force and resulting structural displacement. Thus, each column of the flexibility matrix
represents the displacement pattern of the structure associated with a unit force applied at the
corresponding DOF. The measured flexibility matrix can be estimated from the mass-normalized
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measured mode shapes and frequencies. The formulation of the flexibility matrix by this method
is approximate due to the fact that only the first few modes of the structure (typically the
lowestfrequency modes) are measured. The synthesis of the complete static flexibility matrix
would require the measurement of all of the mode shapes and frequencies.

H 9 1207 7 AOBERE FIE, HiEYOFRNZEEIOZLOFHE O 7= DIZBIRIIIE S Lo et~
N w7 AT 5. b~ b U v 7 AREHEIE~ B Y v 7 A0 ERSND T2, FE~ Y
v 7 ZNIMEMT 288970 1) & Z OFEROMER BN Z BRI 5. LIz -T, M~ b v 7 2D
FHNL, T 5 B HEEIER S BT 2 AR E R L T 5. BEEE LS
WEE— MR EIREEN S, WESHIRZME~ MY v 7 ZA23 T2 LR TE L. ZOHIEICE
DFME~ MU v 7 2A0EAEL, HEDOYMOL T —F (@, WO TERROET—F) OHMR
WESHD LW I FENG, ERAERD. BELFHNFENE~ ) v 7 Z0GHIE, £2TOE— FNF
WEIRBEORELLE LT D.

Typically, damage is detected using flexibility matrices by comparing the flexibility matrix
synthesized using the modes of the damaged structure to the flexibility matrix synthesized using
the modes of the undamaged structure or the flexibility matrix from a FEM. Because of the
inverse relationship to the square of the modal frequencies, the measured flexibility matrix is
most sensitive to change in the lower-frequency modes of the structure.

BE, #eEREmoT— Nl EREIN=FZM~ N 7 2B WEIFEM I X A%~ M) 7 &
PRELEEEOT— RICLalkan-Ft~ b 7 2 &2 T2 Licky, BENFEME~
Yo 2k Ens. =— NEEEO _F L OHHEBO-®, HESNEZFME~ MY v 7 2K
WKE— RIZB T 22K BBIRTH 5.

Comparison of Flexibility Changes
FHEELD R

Aktan, et al. (1994) propose the use of measured flexibility as a “condition index” to indicate the
relative integrity of a bridge. They apply this technique to 2 bridges and analyze the accuracy of
the flexibility measurements by comparing the measured flexibility to the static deflections
induced by a set of truck-load tests.

Aktan 513, FHROMMREEMELZ R IREBIIE S LT, MESHEEOERZEREL TS, %
5i%, ZOFELZ 2 OOBRICEA L, FEORTEDOHRIEICOWT MO F T v 7 BRIz s
LRI DI LE S FMEA T 5 Z LICK OV MEEL T 5.

Pandey and Biswas (1994,1995) present a damage-detection and -location method based on
changes in the measured flexibility of the structure. This method is applied to several numerical
examples and to an actual spliced beam where the damage is linear in nature. Results of the
numerical and experimental examples showed that estimates of the damage condition and the
location of the damage could be obtained from just the first two measured modes of the structure.

Pandey & Biswas (1994,1995)(%, #1E% ORE STz MO ZEIZHS < BB EALERE D
FIEZRL TS, ZOFEL, EROBERBEICEA SIS L4, BRICHEEMICHEE L7 £
DT INTABRITHEH SN TWD. TOMEMNE L OERNZ2FFORRELY, #EMORIID 2
DOOWPESINIZE—RLY, BEORELBEMEOHENAIRETH D Z EDBRINTND.

Toksoy and Aktan (1994) compute the measured flexibility of a bridge and examine the
crosssectional deflection profiles with and without a baseline data set. They observe that
anomalies in the deflection profile can indicate damage even without a baseline data set.
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Toksoy & Aktan (199D)1%, HROME SV ML L, KEL R LT =2 OF ML ST
Wi FIOFMEERRGEL TV D, #ED1X, 7me 2 LR L7 — 2N ES THHMEORENLHREL
FRTEDLZELEMHHELTND.

Mayes (1995) uses measured flexibility to locate damage from the results of a modal test on a
bridge. He also proposes a method for using measured flexibility as the input for a
damagedetection method (STRECH) which evaluates changes in the load-deflection behavior of a
spring-mass model of the structure.

Mayes (1995)(%, fGR DO E— R R LV BEMELZRET 572 OICHE SN FZEEH TN 5.
F7, WL, BEYONSR - RTET VO M E—ENBR DAL & T3 % B MGEETE(STRECH)
DAVT v hELTHIESNIZFZMEZHHAT L FEEZREL TN,

Peterson, et al. (1995) propose a method for decomposing the measured flexibility matrix into
elemental stiffness parameters for an assumed structural connectivity. This decomposition is
accomplished by projecting the flexibility matrix onto an assemblage of the element-level static
structural eigenvectors.

Peterson ©(1995)1%, MEERIHRE & S OHEE 0> 72 80 D EFEMIVERFIEAL ~DWRIE S 7= AT E 0D 53 fif
FIEZRELTWD. ZO5ME, FMATH 2 232 L~V ORISR A7 MVOESIIRET D
ZLICRVEREND.

Zhang and Aktan (1995) suggest that changes in curvatures of the uniform load surface
(deformed shape of the structure when subjected to a uniform load), calculated using the uniform
load flexibilities, are a sensitive indicator of local damage. The authors state that changes in the
uniform load surface are appropriate to identify uniform deterioration. A uniform load flexibility
matrix is constructed by summing the columns of the measured flexibility matrix. The curvature
is then calculated from the uniform load flexibilities using a central difference operator.

Zhang & Aktan (1995)1%, “&E0AAfEICFMEEZ AW CTHEH SN D0 EICL D2 EHOE (
Sy At B A #An L7 REOREIED O Bh ) 13 HEEOBUEREIE CH DL Z L 2R LTV D. FHE
%, BERPBICOFHICE DA EIC L2 ZEBROBNEY THDHZ L2 TRLTNS.
Oy Aidn BEAZ K B ZMATANE, BIE S -RMETHIOFOFINC L DR S TWD . ORI, %
I K DFMEOFRESHEICLVEHSINS.

S H o A

Unity Check Method
T = v 7B

The unity check method is based on the pseudoinverse relationship between the dynamically
measured flexibility matrix and the structural stiffness matrix. An error matrix is defined which
measures the degree to which this pseudoinverse relationship is satisfied. The relationship uses a
pseudoinverse rather than an inverse since the dynamically measured flexibility matrix is
typically rank-deficient.

FRTF = v 7B, BERIPEITY] & BIRICHIE SN T OB O BR A AL LTWnW5. 4
ZATHNE, ZOHWERILIEOREME SN TWANEHIET L Z LIk EREINS. BIMICHIE
SENTZFATINIEE T 7 Rig L 7e b7, WHEORRICITHEIR L 0 BV BRA VLD,

Lim (1990) proposes the unity check method for locating modeling errors and uses the location of
the entry with maximum magnitude in each column to determine the error location. He applies
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the method to FEM examples and also investigates the sensitivity of the method to
nonorthogonality in the measured modes.

Lim (1990)1%, fAfTF = v 7 EEET LT T —ONEREE L TIRE L, METI0ORKMEOIRA
MLEZ T —OMNEREICHANTWS., ixEoTFELZFEMAEIZER L, MEIN-ERBE—F
DIEEASHERIEIC K L CEF D FIEORE A BIEL TV 5.

Lim (1991) extends the unity check method to the problem of damage detection. He defines a
least-squares problem for the elemental stiffness changes—which are consistent with the unity
check error—in potentially damaged members.

Lim (199)1%, #AfTF = v 7 EEZREREICHEE L T\ 5. BERICIEE U728 o BERRIMEZE{rIC
XTI AH/DEEE (FRUIFTF = v 7L —FT %) ZEFRLTWAS,

Stiffness Error Matrix Method

RIMERR TS

The stiffness error matrix method is based on the computation of an error matrix that is a
function of the flexibility change in the structure and the undamaged stiffness matrix. He and
Ewins (1986) present the stiffness error matrix as an indicator of errors between measured
parameters and analytical stiffness and mass matrices. For damage identification, the stiffness

matrix generally provides more information than the mass matrix, so it is more widely used in
the error matrix method.

MIMERRZEA TR, 2RI TS & REEY) O FM L O BET H DREETHIEFHR T 5 2 &L 2 1R
L LTW5. & Ewins (1986)1%, MIMERRZAATHZ MFATIC X 2 WM - B BT & HIE S 7o FptfE &
DRRZEDIRIEE L TR LTS, BEREICEWNT, MIMTINE IS, BEITHIL D HRL it
T 2720, BETINCBWTIVRASER S TWS.

Gysin (1986) demonstrates the dependency of this method on the type of matrix reduction used
and on the number of modes used to form the flexibility matrices. The author compared the
reduction techniques of elimination, Guyan-reduction, and indirect reduction, and found that the
latter two techniques gave acceptable results, while the first technique did not.

Gysin (1986)1%, Z DOFIEOFTMETH ZHET A7 0ICE@AT5E— Fe~ M) 7 28 (HE)
EASOEFEIC O W TR LTV D, FEFIE, %, Guyanffail, MHEBE OB RHIEIC OV T
BEITOTEY, BRYIOFIEUNDOKRE D 2 FIENBFLERNEOND Z L E2HERLTND.

Park, et al. (1988) present a weighted error matrix, where the entries are divided by the variance
in natural frequency resulting from damage in each member. The authors apply their
formulation to both beam models and plate models.

Park & (1988)1%, HEAfT&FE~Y MY 7 AZEELTHEY, ZOEIIEERZOBEIZ L 2 H HED
OB BRESIND.

Effects of Residual Flexibility

BEFMEDOFE

The residual flexibility matrix represents the contribution to the flexibility matrix from modes
outside the measured bandwidth so that the exact flexibility matrix can be related to the
measured modes and the residual flexibility. Doebling, et al. (1996b) and Doebling (1995) present
a technique to estimate the unmeasured partition of the residual flexibility matrix because only
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one column of the frequency response function (FRF) matrix can be measured for each modal
excitation DOF. This technique does not add any new information into the residual flexibility,
but it does complete the reciprocity of the residual flexibility matrix so that it can be used in the
computation of measured flexibility. The authors demonstrate that the inclusion of the measured
residual flexibility in the computation of the measured flexibility matrix yields a more accurate
estimate of the static flexibility matrix.

FEFEFMEATANT, HIE SNIREEIR A B 2 - — FOFMITINCKT 28 BEZ RL TS, TDT
O, IEMEZRFMETANTRE ST E— R IR ELMATINCBRMT T 5415, Doebling® (1996b) &
Doebling (1995)1%, IEREHUGEBS (FRF) 17410 %I % H HE DT — REKIZ L CRIET S
TEMTEDZ NG, HIESNRWHEHIFHDOREZMATIOFEFEIZ OV TREL TS, ZOF
WEITFR MR LT OB LUWMEBR GBI L7222, BRI THI O BARFEE 2 e LT\ A7
DREE ST~ M) 7 A HAT L0 END. FH DI, HESNTZEITAIOHEFEIC
KE9 B FETMATH O B FHEIFNEITHID L 0 EREHERICEN S 2 L AR LT 5.

Changes in Measured Stiffness Matrix
WE S h - AIMEATFI D2k

A variation on the use of the dynamically measured flexibility matrix is the use of the
dynamically measured stiffness matrix, defined as the pseudoinverse of the dynamically
measured flexibility matrix. Similarly, the dynamically measured mass and damping matrices
can be computed. Salawu and Williams (1993) use direct comparison of these measured
parameter matrices to estimate the location of damage.

BEYICHIE SN THIOF H EOZBEIL, SR9ICIE SN M7 E OESERIC L D BRI N
5 &9, BPICEIE SNRMAEITINCEER s, FERIC LT, BIfICRIE S8 &R L ONEEE
ITHINEIH G5 Z L3 T& 5. Salawud Williams (1993)1%, HEMEOREDT-D, HE SN2
NG ORHEITHI OB ZEH L TS,

Peterson, et al. (1993) propose a method to use the measured stiffness and mass matrices to
locate damage by solving an “inverse connectivity” problem, which evaluates the change in
impedance between two structural DOF to estimate the level of damage in the connecting
members.

Peterson & (1993)1%, “WiiEd” MBEAMEL Z LI X W BEMERE~OBEIE S -t E L ovE
BATHIOME AT IEICOWTIRE L TRY, ZIUIBAHHM OBEL ~ILOHEEDT-® 2 SO H |
oA =2 A0 EFHME L T 5.
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METHODS BASED ON UPDATING STRUCTURAL MODEL
PARAMETERS

WIEET NG A—E DT v I T —T 4 Tk

(3R]

TFNT v T =T 4 BTN, BRSE SIS BRI L, TTREZRIR Y BRI
BlL-MEET v (HE, WM, RS O3 EET L HERDD.

ZOREETE, EHEHRKX, AET N, T — 223D St REZ Ak L,
BEHINTATH (F721E, BHFITHINORD SNz T L&) 2RD 5.
HBEORECME, BRI, HWHTH L coMETy 52T, BHTXx 5.

2B, BEREEOT VY X AOEWT, TEMBESOR/IME) ,  THIFFEmE , T
WAL S D EERHETE) O3 ETE 5.

(1) HABE & filRStE
HEOBR & LIS RTINS LT, E—X A7 +—RABEERHAVLNS.
o I THIORNEZIRFFT 5 72 D OIS
o BATHI ORI ZIRFFT 5 720 OilFI SR
o EATHNCIIT D HHIEZAREFT 5 72 O DK St

(2) BodE 7278 O 515
R THIOEF HEE LTE, BEETAOITH], £700%, (THIOBEEZHET 700
PAEEMZ WD HFIEN RO THD. £, 7770V aOREFRKE, 21%, )
NT 4 _R=ZADEKHLE L TERLES N TW5S.
FomERE O — B 72 AL, T—F V7 4 — AFEEY v 8 &I TH O RO HIR S %
AWz, BT XA =27 OB O 7 a = R ) )V A ER/NIT .
o5, BERET 7012, FHllE— NOWRICEE R XTI A—2Thb.
e —X T — 2 BNHHTE 256, SIS E—FNVERBEE— R oA 7D,
kT AREEOBEFEMINE L EENRT A=A e a L Ea—X TTT 52 ENTE 5.
ZOMDITEE LT, [THIOEEIO ) v L TiEe L, (THIOEEIO T v 7 O/ MuIZ 8%
B2 5FERSS.
MRPT 7 /L= XA (Minimum Rank Perturbation Theory) (22T, LAFIZART.
o HBIEXT MLOIER apkE, BEMEEZRT.
o BERIORRIE, XN T+ —ABEOHAETHWONE— REER U E 2 5.
(& ORUAE— REHERFT 2 Z it s d)

MRPT 7 /v =2 U X LOPLIRIRIE, ROBRIZHNHILS.

o AFFRICHAT SN EPWEOAEL ROT 5.

o EE, MM, ERBIREATA ORE) A RRHZEEE T 5.

¢ WEEELHME<RY v 7 AREESTIR—RAF7 (4 T —Fty NefiAT25Z LT,
JED FEM M7 W5E Ofc b 217 9 .

¢ RE)T A b & FEM fifffT & OB T — FEN LW Z L 28T 572012, B0
B & RENFEBR O R D, Ao EE# 23545,

(3) EER—ADEF L
JREER—ZAOFEFH B, 1T OBENORRZERBEE A /N T D, —IROT A 7 —#E DR
EIICLELORD D, B, BARLRLZDIL, BIEETFT AT A —4 (MEHEEC® 1523
FA—=H) DRI MLVERRETH L THD. RTA—FOEEHIRY FLE, =a2—hr T
TV URBIETRE SN, MEMBER/INCT S.
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WL ONDFEER—ZADOTFHFIEM O ERENE, ERETHORMEOERFIETHS. £
Fh, EBREFIIRITORBELZTMTL7-DICHNOND . BEN—Z2DERTHEONT-ELT
FEREBEMR I, BT AR T A =2 OEEKOFETHO OIS . BES— XD CIX, #E
WA T & E BTV OB OGBS L 720, ZNHIET —Z D) A XENRTA—ZDK
T EENCR L, EBRPREEITIIL Y bBUETH D

ITHNOBFFEOREANY =— 3 2, BR&ERMEDOR, EOR, BEEREEEE—F
A TOEAL, W NT A —H EFEBRIRFIO T D ORERMEE T 7 7 X —FIZLD b
DOBRHD

(4) [EfAHEERL E L

B AROERLERIL, TNV T+ —ABEZR/MET 2D e — T OREHE—R
ELEbLDOTHD. [ ay ha—TF D A T, BHREEET T VDR T A — 275 O
ELTIREND. £/, Mo ba—F D7 A 0%, AFREGETT L EEEEENR Y &
FHTE—FNNTGA—ZEDE—F )T 4 —AEEL LTHBINENS.

IR AT REE A X7 ML EFHAIEA XY bV E O BIRIE, BEMEOFHINICEHIND.
FRIZ, FFETM AL LTV 2856, sHIlEA X2 hL L ok al e A< 2 MUVZEC b
DED. Fio, HREERATREBEARY MLV EFHIEA XY MV EOROAEL, FEEHMN
FEEE— ROZALIZ EORERET L0 OEELZ R L, MEN 2 BEOEZIET 2 DIZH
WA ENRTEB.

R ATREE A X2 by, BREET AT, T—X T 4 —AREFEX AL T 52
vho—F Lo EAEERELEEZAVT, HEORXSEHETDIZENTES.

7ok, EAREERELEOSEM, PR E LT, UTOHERDD.

¢ T—RyoAf TOEBWEM,LFEHEFT LD A= AW EZHERET L D0O%B 22
ORHY, AFLROMMERHOREICHN LT

o EEEM ORGSR E ER L, EAMAGERCETEZ W CTEEM OB G5 E fENT L 7.
UL, 104 FFAFEM T2 2 L— h LEBEZ BT 27D snr-.

o JEBUSEBIEALE . (FRF assignment) &\ 9 H3E L~V ORIVE & E &EOEEN R
OEfRE L CREEZEXIL L2 b0R®H 5. EHEE FRF OFHAMEZ A2 55, €
— RNy =A 72TV bEHETHD.

(5) ATV RIATHIEF ik & O
ATV RIATHIRF HiEE LT, UTORERDS.

o KEUEMEE O RFTH e\ T, “BIERHAE L TW A HEEOFRZ#NT 57 7=
DIATHNEF DL EIT o 121, “BIENREAE L TV D5 E OIS E ONE 2 35
T5” mOIRER—ADTEEZRND FERD D.

¢ FEM O#fEMEZREFT 5 2 & C, MIMITAIOEENZHIR L, ZERENME T A —X 25
CCTEEHNI MVORE I EHF/NITLHHERDS.

¢ BRLLOMIMNE AT A —2 OEBENOFAT, BIEOKE SOHEEEEZBER T 2 H5IER
H5.

¢ LSQIC EMEENDE— Ry =A FHET /LT X A0%, FHURAIREZ: FEM H HFE T,
FHllENE— Ry =A TE2METLOICHV LS.
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Another class of damage identification methods is based on the modification of structural
model matrices such as mass, stiffness, and damping to reproduce as closely as possible the
measured static or dynamic response from the data. These methods solve for the updated
matrices (or perturbations to the nominal model that produce the updated matrices) by
forming a constrained optimization problem based on the structural equations of motion, the
nominal model, and the measured data. Comparisons of the updated matrices to the original
correlated matrices provide an indication of damage and can be used to quantify the location
and extent of damage. The methods use a common basic set of equations, and the differences
in the various algorithms can be classified as follows:

1. Objective function to be minimized
2. Constraints placed on the problem
3. Numerical scheme used to implement the optimization

The following sections describe each of the classification items in this list. For the formulas
and equations for each of these sections, please refer to Doebling, et al. (1996a).
HEREEOE I OVESDD Y T AL LT, FIELITBIRISE D O L ATRE72 (R Y w2 FEL L 72,
BE, W, BEEOHEET VOTHOEEICESS bORHDH. ZbOREETIE, Eihk
X, AFET N, LT, qHll7T — 2 IS HFM s bfE L ER T2 2 Li2 kY, BHTH (£
721X, BEATAIN G RO TR RET L OEE) 2RD 5. LWHATH & SoOFEEITTHIO gz
L0, HEOREEZHEL, HEOMELBRELZRTIZOIENT LN TED. ZOHIETI,
— AR AT A L, Z L C UTORRIZ, FFET7 LT ZLDBENESFHTHZ LN TED.
1. ARBEEOE/ME

2. MRy Te 2R

3. EE(LICEEH S 2 BAEE A FE

UTFDv7varTliE, ZOUANOBEMBIZONWTIHERS, &7 v arTHOWONIAKXE S
EEE, Doebling® (1996a) D LEBWDZ L.

Objective Functions and Constraints
B AR & filko S

There are several different physically based equations that are used as either objective
functions or constraints for the matrix update problem, depending upon the update
algorithm. The structural equations of motion are the basis for the “modal force error
equation.” It is first assumed that the structural eigenequation is satisfied for all measured
modes. Substituting the eigenvalues (modal frequencies) and eigenvectors (mode shapes)
measured from the damaged structure into this equation along with the mass and stiffness
matrix from the undamaged structure yields a vector that is defined as the “modal force
error,” or “residual force.” As described by Ojalvo and Pilon (1988), this vector represents the
harmonic force excitation that would have to be applied to the undamaged structure at the
damaged frequency so that the structure would respond with the damaged mode shape.

WL DD FE72 2B RALE, BT LT Y X LK DT EHREO 72 8 0 B B9BIECE 72 1L
FEE LTHWSORS. EEHERT, TN 73— ABETBRROEATHS. KIS, £2TO
FHAlE— R &g LA AR AIET 5. BEAMEE— FEKE &, HEk L OEGORE DR
MATH 2 Z 8 L FRAICHEEEN G LB~ MVREIE— Ry =4 )2 RHT 5 Z
LT, E—H N T —ABRAELERINDT MV, T3, BBE PS5, 0jalvo & Pilon(1988)
WKLo TSNS L9212, ZORT MU, #ENBEROET— R oA T CRETH L5 724815
BEIE CIMEREE IS5 2 DL SRR IS 3 5.
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There are several methods that have been used to compute the analytical model matrices of
the damaged structure such that the resulting equation of motion (EOM) is balanced and the
modal force error is minimized. The modal force error is used as both an objective function
and a constraint in the various methods described below. Preservation of the property matrix
symmetry is used as a constraint. Preservation of the property matrix sparsity (the
zero/nonzero pattern of the matrix) is also used as a constraint. The preservation of sparsity
is one way to preserve the allowable load paths of the structure in the updated model.
Preservation of the property matrix positivity is also used as a constraint.

“Cro L EE R L /ML ENTET— XN T 3 — AEEERER LT L0 7, BEMED
ENTET N~ R v 7 2ZHET 200N ONOFERHDH. E—X VT 4 —A#EL, LFT
AT DRk & IR BB 5 BB L Rt LTHWOND. £, MPMTINCEIT D, ik
ERFFTOHINGME LTEH NS, £, BATHI(E r/dEE r D175/ % — 2B T DRE A IR
o oHEtte LTSNS, BATHIOREHE, THT7 L OMIEOFFAf B A IRFFT 5
—ODHETHD. £z, EATANCBIT DFMEZRFFT oHIKE&MEE LTHEH SN S.

Optimal Matrix Update Methods
B RITHI O EH 1k

Methods that use a closed-form direct solution to compute the damaged model matrices or
the perturbation matrices are commonly referred to as optimal matrix update methods.
Smith and Beattie (1991a), Zimmerman and Smith (1992), Hemez (1993), and Kaouk (1993)
have published reviews of these methods. The problem is generally formulated as a
Lagrange multiplier or penalty-based optimization.

— AN B 7R AT AN O R R, HIEE T V0178, £721%, (THIOBBEVEZFHET 572D DO EX
HEREZAWS 515 TH S, Smith & Beattie(1991a), Zimmerman & Smith (1992), Hemez (1993),
B L, Kaouk (1993)1%, T HDOHEO L Ea—%2WE Lz, ZOHEE, &, 9770 V=
DREFREAE, £, XFAT 4 _X"—20&K#EbE L TER LS TN S.

Baruch and Bar Itzhack (1978), Kabe (1985), and Berman and Nagy (1983) have a common
formulation of the optimal update problem that is essentially minimization of the Frobenius
norm of global parameter matrix perturbations using zero modal force error and property
matrix symmetry as constraints.

Baruch & Bar Itzhack (1978), Kabe (1985), 3 X1, Berman & Nagy (1983)1%, #x i 72 5535 /&
D—H72ARE AW, ZOFIEITIARENIZ, B—F V7 +—RREE 1 m & RFATI O ROl
RGEEE W, BERT7 2A—=2IT5OBEO 70 X=X ) )V NER/NIT 5.

Chen and Garba (1988a, 1988b) present a method for minimizing the norm of the model
property perturbations with a zero modal force error constraint. They also enforce a
connectivity constraint to impose a known set of load paths onto the allowable perturbations.
The updates are thus obtained at the element parameter level, rather than at the matrix
level. This method is demonstrated on a truss FEM.

Chen & Garba (1988a, 1988b)i%, E—# /N7 ¢ — A=Y o S OFKISME L i, =T A8ED
BEO ) VA ESMET D200 FEE R U, £, #61E, FFAFRRREENCKIT 5, wEKRK
DEEFR DS Z HIH 2 7o O O RGEAFOEREEZ R L. 20 X5 2 BEFREIE, 1775~ v XD,
D LATERNT AL LV THLND. ZOKHEE, N7 AFEMTEMIT L.

Another approach to this problem used by Kammer (1988) and Brock (1968) can be
formulated as minimization of modal force error with a property matrix symmetry
constraint. The symmetry constraint preserves the reciprocity condition in the updated
structural model.
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Kammer (1988) & Brock (1968)I1C k> THWH =, FHE~OMOT 7o —F Tlx, #1745
FREDOHRSRME L RIS, BE— XN T 4 —RAEEZR/MET DL ICERILT D ENTE S, RFT
FIOHKNL, TEEETT VBT D EIREZ R 5.

McGowan, et al. (1990) report ongoing research that examines stiffness matrix adjustment
algorithms for application to damage identification. Based on measured mode shape
information from sensor locations that are typically fewer than the DOF in an analytical
model, mode shape expansion algorithms are employed to extrapolate the measured mode
shapes such that they can be compared with analytical model results. These results are used
to update the stiffness matrix while maintaining the connectivity and sparsity of the original
matrix.

McGowans (1990) 1%, HERIEITIEM T2 72D ORIPEATHIOFEE T L =V X LI 5 T NA O
MG 2Tz, T— Ry =A TRERATATY X 00E, @, SITETALOHEELY DRnt sy
—(LE S OFHE — Ny = A THERICESNT, SIET AR BN TE DX, FHlle—F
VA TRWETHDIEDND. b ORI, JTEOITHIOE KM & A S— 2 E HERF LT
L, WHETAZ BT 20ICHWONS.

Smith and Beattie (1991a) extend the formulation of Kabe (1985) to include a sparsity

preservation constraint and also formulate the problem as the minimization of both the

perturbation matrix norm and the modal force error norm subject to the symmetry and

sparsity constraints.

Smith & Beattie (1991a) (%, A/ S—AMEDRAFHIFKIZN £ B L TKabe (1985) O EAfLz Lk L,
“GTRNDOEEYD 7 VL7 L SERRE & 28— R DFIFIRMHE D T—F NN T F —AFRED ) )L L
D) % fe/MbT 5 Hikz Edb L7z,

Smith (1992) presents an iterative approach to the optimal update problem that enforces the
sparsity of the matrix at each iteration cycle. Multiplying each entry in the stiffness update
by either one or zero enforces the sparsity pattern. Kim and Bartkowicz (1993) investigate
damage detection capabilities with respect to various matrix update methods, model
reduction methods, mode shape expansion methods, numbers of damaged elements,
numbers of sensors, numbers of modes, and levels of noise. The authors develop a hybrid
model reduction / eigenvector expansion approach to match the order of the undamaged
analytical model and the damaged test mode shapes in the matrix update. They also
introduce a more realistic noise level into frequencies and mode shapes for numerical
simulation. From both numerical and experimental studies, the authors showed that the
number of sensors is the most critical parameter for damage detection, followed by the
number of measured modes.

Smith (1992) 1%, KAEYA 7 WVEIATIND AR — AWM Z 5 T 2 Bl LA~ O BT 7'e —F %472
ARLIZ 10 DWNTRNICE D EHINTRAPEDO = N EZFLDHZ LT, A=A — TR
fesi . Kim&Bartkowicz (1993) 13, 4 T8I B 51E, €7 VIKEIE, IRE)IE— Ry =+ 7D
JEBE, HEEEOH, BV, E— N, BLO/ A XLV oB AL, BERTEE) ZHE
L7 #5103, A5 L TOZRWIITE 70 & TSI OREFEBROET— N =1 TOIEFIC—ET 5,
fa/hsA 7V >y RETV/EANT MVORGEFIEZRRE Lo, E2E61E, BERICEEND, &
DUTNIR) AR YL Y R 2 L— 3 VOEDIREIT— N oA T2 A7z, 33
WFIE & EROMFEO T LD, EFEL, BV —823, FHHlE— NIV THERERTT 27201
ROBEBERNTA—=FTHD, LWH I LaRLE

Lindner, et al. (1993) present an optimal update technique that formulates an overdetermined
system for a set of damage parameters representing reductions in the extensional stiffness
values for each member. The value represents the amount of stiffness reduction in that
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member. Lindner and Kirby (1994) extend the technique to account for changes in elemental
mass properties.

Lindner® (1993) 1, & OMOMIMEDOHAD TR SN HHBENT A —F &> FOBRERE R % EX
b7 2 w72 R FEA R L, OO &1L, £ O OMIMAX T &% % 7. Lindner &
Kirby (1994) 1%, AR REFRE BRFEICEWS 2720 OFHRTFIEICIEE L7z,

Liu (1995) presents an optimal update technique for computing the elemental stiffness and
mass parameters for a truss structure from measured modal frequencies and mode shapes.
The method minimizes the norm of the modal force error. The author demonstrates that if
sufficient modal data are available, the elemental properties can be directly computed using
the measured modal frequencies, measured mode shapes, and two matrices which represent
the elemental orientations in space and the global connectivity of the truss. In this case, the
solution for the elemental properties is shown to be unique and globally minimal. The
method is used to locate a damaged member in a FEM of a truss using the first four
measured modes in sets of three at a time.

Liu (1995) 1%, BHE—FNVEAEKEE— N =g 7D N7 AEO BRI L EE/ T A —F
ALY a— X TR 272D DREREH FiEL R LI, TOHER, T—F N7 +—ABRED
NEERMET DD THD. #olE, +aRE—2AT =20 TE 501X, BERFEL, F
HE— 2 VEWE, T— R =A7, 2L T, ZRTOMM AR E ~ T 2ADORIKH B E R~ T 2
OO EHNWT, BEEa o Ea— X TRAETEDLZ LR L. 207 — AT, S RIEOMRIT,
—ETR/NERD 2L ERL TS, ZOHIEE, —E3 'y FOKFD 4 >OFHIE— K& HT
% b T AFEMOBREGE 2 RO 2720l binsg.

Another type of approach to the optimal matrix update problem involves the minimization of
the rank of the perturbation matrix, rather than the norm of the perturbation matrix. This
approach is motivated by the observation that damage will tend to be concentrated in a few
structural members, rather than distributed throughout a large number of structural
members. Thus, the perturbation matrices will tend to be of small rank. This approach has
been published extensively by Zimmerman and Kaouk (see Refs. below). The solution for the
perturbation matrices is based on the theory that the a unique minimum rank matrix
solution of the underdetermined system exists.

Z DD EHEIRATHNE I RE~O T 7' —F 1%, ATHIOEE D /L L TERL, ITH0EEBHDZ 7

DE/MUICEEEZ 525, ZOT 7 u—FF, ZEOMEETM OEEITHHT 520 TIER, WD
DOREHMIZET T DMEHmDR 5 L WO BEOFHANC L VERESIT O D, DED, 1THIOEENT
INSWT U T IZ b MRS D, o7 e —F X, Zimmerman & KaoukiZ XV IA< A I, 17T
FIOEEYOMEL, HRERDAFET D =— 7 R/ NEROITIIFE TH D & 5 BIERICE SN TN S,

Zimmerman and Kaouk (1994) present the basic minimum rank perturbation theory
(MRPT)

algorithm. A nonzero entry in the damage vector is interpreted as an indication of the
location of damage. The resulting perturbation has the same rank as the number of modes
used to compute the modal force error. It is demonstrated that the MRPT algorithm
preserves the rigid body modes of the structure and the effects of measurement and
expansion errors in the mode shapes are demonstrated and discussed.

Zimmerman & Kaouk (1994) 1%, JEAM i/ NS OB B EL GG MRPT) 742U X A&k LT, X
7 MO rESE, BEMEZTRTHOL LTRRIND. BEIORKRIE, T4V 7+— R
ZOHETHONONZE— R LR UL 72 5. MRPTT V=Y X APEEORIEE — R AR 2
ZET, BT &N, EL T, B— Ny oA TOFHRRZE LYRRRRZO VR, HEim S, Gk
Banr-.
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Kaouk and Zimmerman (1994a) further develop this algorithm and demonstrate how
perturbations to two of the property matrices can be estimated simultaneously by using
complex conjugates of the modal force error equation. The method is demonstrated
numerically for a truss with assumed proportional damping. Also, the technique is used
experimentally to locate a lumped mass attached to a cantilevered beam.

Kaouk & Zimmerman (1994a) %, ZOT7/LTY X L% L0 RERESE, 2 OOTHEEOETR, E0
FCLT, F=HNT 4 —ABRESFRAOERILE LNV v I a2 b—va U BHERITE 200 %
RE L7z, 2OHEE, AR CRE SN b7 AETHEMICEMIT SN, £, TOFE
X, AR S VTP EONE A RO 572012, EBRICHEDNDS.

Kaouk and Zimmerman (1994b) extend the MRPT algorithm to estimate mass, stiffness, and
proportional damping perturbation matrices simultaneously. The computation of these
individual perturbation matrices is accomplished by exploiting the cross-orthogonality
conditions of the measured mode shapes with respect to the damaged property matrices. The
authors examine the results by computing a cumulative damage vector.

Kaouk & Zimmerman (1994b) (X, B &, WIMWE, FBEERATHIOEE) A [RIRFHZEEAf§ 2 72 O (CMRPTY
VY RBEPEARE LT 2O OfTHIOEBEN ORI, BIEFHETINCEREZ BV ZE— Ry =
A T THM SN ERMEREDOFEEZFIA L, FEiTE8nd. Hol, BEBRE7 M 23ET L
LTk REREA L.

Kaouk and Zimmerman (1994c) present a technique that can be used to implement the
MRPT algorithm with no original FEM. The technique involves using a baseline data set to
correlate an assumed mass and stiffness matrix, so that the resulting updates can be used as
the undamaged property matrices.

Kaouk & Zimmerman (1994c)id, JEOFEMAZ2WEE OMRPTT /L= U X A% e LI W D FEE R L
o, ZOFETIE, WEEEERAME~ NY v 7 AREETHX—RX T4 7 —4ty hEfHLTWH
50T, FHHRRITERGOITINRED L5 ITHNDHENTE .

Zimmerman and Simmermacher (1994, 1995) compute the stiffness perturbation resulting
from multiple static load and vibration tests. This technique is proposed partially as a
method for circumventing the mismatch in the number of modes between test and FEM.
They apply this technique to a FEM of a structure similar to a NASA test article. They also
present two techniques for overcoming the rank deficiency that exists in the residual vectors
when the results of one static or modal test are linear combinations of the results of previous
tests.

Zimmerman & Simmermacher (1994, 1995) 1%, B OHNIME SEIHEROERE NS, AEoEH %
R L. ZOFEE, RET X N EFEMENT O T, T— FER—H LW &2 5 Hk
LTSI E ST, B 5 1%, NASAD FZBRIA LARIAEIE OFEMBEATIC Z O FE 2 @M L. 45
XET, 1 ORI EIITE— XV EROFE R, AL O FZEFE R OMIEHRE G Th DR DIKAET b
WBFEST DHE DT v 7 RIBEMRRT D721, 2 DOFEEIR LI

Kaouk and Zimmerman (1995a) introduce a partitioning scheme into the MRPT algorithm
by writing the parameter matrix perturbations as sums of elemental or substructural
perturbations.The partitioning procedure reduces the rank of the unknown perturbation
matrices and thus reduces the number of modes required to successfully locate the damage.
The technique is demonstrated on data from the NASA 8-bay Dynamic Scale-Model Truss
(DSMT) testbed. In a related paper, Kaouk and Zimmerman (1995b) further examine the
reduction of the number of modes required for model updating using a two-level matrix
partitioning technique.

1-157



Kaouk & Zimmerman (1995a) %, ZEHR I IXHMotEEOETOME LT, Elh~ ) v 7 205
HERALZ LT, MRPTT VT Y RAEHEITHFIELER LIz, ZOGFIFIETIE, RHARITHIOES)
DOZ 7 PMMER L, HiEEZ PRBE YIRS 2 BIZER S NTZE— RELIRET 5. O F{EIL, NASA
@ 8-bay Dynamic Scale—Model Truss (DSMT) EERD T — % TEAHT Hiv7-. BERCIZ L 5 &, Kaouk
L Zimmerman (1995b) 1%, 2 BXfEDAITHIECTIEEZ WA ET AEH CHLER, T— RO IZE
TAHAREEZITT-.

Zimmerman, et al. (1995a) extend the theory to determine matrix perturbations directly
from measured FRFs. This method is implemented by solving for the perturbation in the
dynamic impedance matrix from the generalized off-resonance, dynamic-force residual
equation. They discuss the benefits of this formulation, including the elimination of the need
to match modes between FEM and test, reduction in the amount of frequencies required in
the test (and thus test time), and the elimination of the need to perform modal parameter
identification.

Zimmermans (1995a) 1%, FHHEBEEUSE (FRFs) 226, EHEATHIOBEN A RET D72 DI 2 IR L
7o, oML, —RNRAT VAR AL T F I v I T 3= AERETRADND, ¥4 FIv 74
VB 2ITHIOBE A BR L LTofRMEIC Ko TERESND. #5613, FEMEEROMTOE—
N =B DO VLEVEOPERZ 5 T Z OMEROBAIEE R L, EB (ZOFEREE) CHEL T 5)EK
Bl afi/hL, £ LT, BE—FNNRTF A —FOREOLEMEZHI L.

Zimmerman, et al. (1995b) investigate the role of engineering insight and judgment in the
implementation of the MRPT techniques to damage detection. Specifically, the issues of
evaluation of the damage location, selection of how many measured modes to use, filtering of
the eigenvectors and the damage vector, and decomposition of the damage vector into
contributions from individual property matrices are addressed. This paper also contains a
list of publications related to the theory and application of MRPT.

Zimmerman® (1995b) 1%, = ¥ =7 & L TOME THA L, HEMR O 72D OMRPTFED o] FPE 4 ]
Wr L7z, BARB9IIE, BENEOFLOFE, ERT 55HE— FORE, BEFA~X7 MG~
MDT 4B 7, ZLT, flx OTHORENS 52 bV HBE~T M OSfE, L Tn
5. E£7, ZOWMEFITIL, FERICEE L2 EMRPTY 7 ) —2a VOV A B EENTND.

Doebling (1996) presents a method to compute a minimum-rank update for the elemental
parameter vector, rather than for global or elemental stiffness matrices. The method uses
the same basic formulation as the MRPT, but constrains the global stiffness matrix
perturbation to be an explicit function of the diagonal elemental stiffness parameter
perturbation matrix that preserves the finite element strain-displacement relations. A
limitation of this method as with all minimum-rank procedures is that the rank of the
perturbation is always equal to the number of modes used in the computation of the modal
force error.

Doebling (1996) 1%, BMEZIFERMAPEITINDO-HE NS LV, T LAEHE/NTFT A =L T LD
T2, Be/ND T v 7 B GRS 2 HEE R LTz, OJFIETIE, MRPT & 7] UREARARX A AW 5 78,
BIRMIMEATHIOBENL, AIREROELEEAMRE U ThEF SN D 6 A EHERMM T A —2 D175
OEBOBBIEBICIRE S LD . BN T v 7 FER, E—F N7 +—ABEDHATHEDNLSE—F
BEFITHELWEHT 7 ThDHIEN, ZOHEDOHIRTHS.

Sensitivity-Based Update Methods
RRER—Z2DEF I

Another class of matrix update methods is based on the solution of a first-order Taylor series
that minimizes an error function of the matrix perturbations. Such techniques are known as
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sensitivity-based update methods. An exhaustive list and classification of wvarious
sensitivitybased update techniques is given in Hemez (1993). The basic theory is the
determination of a modified model parameter vector (consisting of material and/or geometric
parameters), where the parameter perturbation vector is computed from the
Newton-Raphson iteration problem for minimizing an error function.

MOATHNDEFHITIED 7 7 A%, ATHNOEB ORI Z /N2 5 —ROT A T =IO 2 K
LIebDTHD. ZD LD RFETBER—ADEHGIEL L THHA TS, Hemez (1993) 13, £k~
IRREENR— 2 OEFFEOMHEY A b EgEE R LT, AWt A Y —1%, BEET A RTA—X
N7 MV (BRI TN T A —F) ZRETHZETHY, NI A—ZOEEOT LT,
PR E R/ M T BTl =a— - TV URBEIETRE SIS,

A main difference between the various sensitivity-based update schemes is the method used
to estimate the sensitivity matrix. Basically, either the experimental or the analytical
quantities can be used in the differentiation. For experimental sensitivity, the orthogonality
relations can be used to compute the modal parameter derivatives. Norris and Meirovitch
(1989), Haug and Choi (1984) and Chen and Garba (1980) have proposed such an approach.
WS DODPDFEER— A O EFHFIEMOFERENT, EETHIORHMIOMEH HETH H. EARRIZ, FE
BRE TR OFERZ T T 2 72 OICHOW B LD . EER— 2D FERRIZ X > TEH LV EATHH B BEtR
X, TETANRTA—FOEBBEEZHETL-DICHVONS. TD X 9 72 FIEIE, Norris &
Meirovitch (1989), Haug & Choi (1984) & Chen & Garba (1980) Ik ViRE I T-.

Analytical sensitivity methods usually require the evaluation of the stiffness and mass
matrix derivatives, which are less sensitive than experimental sensitivity matrices to noise
in the data and to large perturbations of the parameters.

JREEN— Z OfRHTCIE, @E, Wk LB TAOERMOFI N BEL R, TAbIL, T—F D/
ARXENTGA—=FORERBENCK L, FERORBEETIIL Y bEETHD.

Ricles (1991) presents a methodology for sensitivity-based matrix update, which takes into
account variations in system mass and stiffness, center of mass locations, changes in natural
frequency and mode shapes, and statistical confidence factors for the structural parameters
and experimental instrumentation. The method uses a hybrid analytical/experimental
sensitivity matrix, where the modal parameter sensitivities are computed from the
experimental data, and the matrix sensitivities are computed from the analytical model.
This method is further developed and applied to more numerical examples by Ricles and
Kosmatka (1992).

Ricles (1991) 1%, JEER—2ADITHIOEHF OO HEwmzERL, THDIZIE, HELAIEDOR,
HLR, EAREEEE— N oA 7O, W7 A —& & FZERIREHAO 720 OFEHHI R E 18
Ty H—, BIEDHHBEANV == a B3 bb. ZNODOHFIETIE, ~A 7Y v Riafifhr/E5RIC
K DRBEATHN R L, B— X NWRE T A — 2 IERT — X P DeHE &, BEETIIMTE T L
MHEEEIND. ZOFEDX, IHIZREL, Ricles & Kosmatka (1992) 12 &V % < OEHAF]IZ i
.

Sanayei and Onipede (1991) present a technique for updating the stiffness parameters of a
FEM using the results of a static load-displacement test. A sensitivity-based, element-level
parameter update scheme is used to minimize the error between the applied forces and
forces produced by applying the measured displacements to the model stiffness matrix. The
sensitivity matrix is computed analytically. The structural DOF are partitioned such that
the locations of the applied loads and the locations of the measured displacements are
completely independent. The technique is demonstrated on two FEM examples.
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Sanayei & Onipede (1991) 1%, FFAUMTARBR DR R %2 W /ZFEMORIME T A —X DFEHT 7 = >
JaEmR LT, BES—R, BRELLVONRT A —ZEBHTEL, INEH” & 7 AVoRIETANIC
FHAENL 232 2 & THEUT )" ORORBREEZF/NZT HTOIHNLND . FEES—ZADITH]
X, FRMTEOICEIE SN D, #EEO BB, A &M LB oS ChoflEnd. o7
7 =9 71%, 2 OOFEMBITEMIT SR 5.

In a related paper, Sanayei, et al. (1992) examine the sensitivity of the previous algorithm to
noisy measurements. The influence of the selected measurement DOF set on the errors in
the identified parameters is studied. A heuristic method is proposed that recursively
eliminates the measurement DOF that the elemental stiffness parameters are the most
sensitive to. In this manner, the full FEM DOF set is reduced to a manageable size while
preserving the ability to identify the structural stiffness parameters. In later work, Sanayei
and Saletnik (1995a, 1995b) extend the algorithm and the error analysis to use static strain,
rather than displacement, measurements.

PR ST, Sanayei® (1992) 1%, /A AL WVEHIMEICK LT, BRRDO T V=Y X LORKE 2 Fi#
Lz, BED/NT A= TEL HHEIC I DFHIE HEDOREIROEECHOWTOMRETH 5. #EERHA
LT, mbBURBRERMMEANT A —& LR 55 HELZ FIRMICRET 2 HIENREINATND.
ZDEDIZ, EROFEMBHE® v ME, fEEHZRRAIME T A —2 28T 2 MR LR 5,
EHWRER2 A XD S D, ZDOH% O T, Sanayei & Saletnik (1995a, 1995b) I, HAY
ROTHTIEAR L, BIREN, FHAMEAZMEH S 22T & 73 ) X NITHRR L.

Hemez and Farhat (1995) present a sensitivity-based matrix update procedure that
formulates the sensitivities at the element level. This has the advantage of being
computationally more efficient than forming the sensitivities at the global matrix level. It
also allows the analysis to “focus” on damage in specific members. A modified version of this
algorithm, developed by Alvin (1996), improves the convergence, utilizes a more realistic
error indicator, and allows the incorporation of statistical confidence measures for both the
initial model parameters and the measured data.

Hemez & Farhat (1995) 1%, #EHR L~V TREZERILT 2 EEX— X DITHEFFIEZ R~ LT
ZOFEE, BEBRITHL SV TCORELERT 2 L0 bEHEDEOR TEMTHDH. £o, FE
M OB T 4+ — DA LT &2 FIREICT 5. 207 3 Y RAOEEMIE, Alvin (1996) 12X
STHF I, RMDRN , LYBEENRFEOEIEOFM, 2L T, YT ORI A—4 L
FHAT — & W7 ORERHVERHE OB Y AL Z WRE L LTz,
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Eigenstructure Assignment Method

EH SR B

Another matrix update method, known as “eigenstructure assignment,” is based on the
design of a fictitious controller that would minimize the modal force error. The controller
gains are then interpreted as parameter matrix perturbations to the undamaged structural
model. Lim (1994, 1995) provides a clear overview of the eigenstructure assignment
technique: Consider the basic structural EOM with a controller. Suppose that the control
gains are selected such that the modal force error between the nominal structural model and
the measured modal parameters from the damaged structure is zero. Then the “best
achievable eigenvectors” can be written in terms of the measured eigenvectors. The
relationship between the best achievable eigenvectors and the measured eigenvectors is then
used as a measure of damage location. Specifically, if damage is in a particular member, then
the measured and best achievable eigenvectors are identical. Thus, the angle between the
two vectors gives an indicator of how much a particular member contributes to the change in
a particular mode. This information can be used to hypothesize the location of the structural
damage. The magnitude of the damage is then computed using the eigenstructure
assignment technique such that the best achievable eigenvectors, undamaged model
matrices, and controller satisfy the modal force error equation. Lim and Kashangaki (1994)
introduce the use of the best achievable eigenvectors for the location of structural damage
and apply the technique to the detection of damage in an 8-bay cantilevered truss.

fDITHNEFH HiEE LT, T—F N7+ —AREER/MET 2D 2y ha—F O E~N—R &
L7z “BEAWHEESE” Nbd. (o ba—J0F7 1 0%, EREEESET LVONRT XA—24TH D
BEjE LIRS NS, Lim (1994, 1995) 1%, =22y bu—7 @R HEREAOEAEELZEEL,
ERGEREOT 7 = 7 OMBEEZH LR L=, (Mo va—J 071 0%, AEET v e
BEEENEa LHNTE—F N AT A—FEOT—F )NV T 3y —AEEL L TGEIREAND. FLT,

“Be A A REEA X7 bV X, FHEA Y LV OEE LTI Z D, BEEN AREEE NS hL
EEHAIE A~ bv e OBRRIE, BRICHEEBAEOFHICEH IS, R, FEdMrEE L Tns
B, ZO®%ROFRIEA Y ML EEERATREEANZ MUIRICHOTHS. 2D Lo, 2o
DX MEIOAER, FFETMPFFEET— ROEMIZEDREFET HNOBIELZRT. ZOHE#H
X, BENREEONEEZINET DDIZHWD ZENTE S, KEERATEBA NS L, BEEET
TNATH], LT, =X N7+ —ABETEAEAHET 23 he—7 Lo EAEEREEE
AWT, BEOKRE IRFHE IS, Lim & Kashangaki (1994) 1%, AEME L 8 XA DFEH b
T AOEEGORMT 5 FEEZEHT 57018, HSEERTRREA XY MVOFHZ#RR L.

Zimmerman and Kaouk (1992) implement such an eigenstructure assignment technique for
damage detection. They include algorithms to improve the assignability of the mode shapes
and preserve sparsity in the updated model. They apply their technique to the identification
of the elastic modulus of a cantilevered beam.

Zimmerman & Kaouk (1992) 1%, HEBRHOZDICZ Dk o pEAKERELEEZ HWEZ. 51, 7
NT Y AL, B— R oA TOREENEE EHETNDOAN—AMEMEFFT D7D OUREINZ 7.
ok, ARLROFMEREOFREIL, T07 7 =y 7 Z@MHLT.

Lindner and Goff (1993) define damage coefficients for each structural member. They then
use an eigenstructure assignment technique to solve for the damage coefficient for each
member. They apply this technique to detect simulated damage in a 10-bay truss FEM.
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Lindner & Goff (1993) %, & MM EOBEGREEER L. 01X, KM OBEREE AT
T 57O EAEEREEZ RO, 51, 10 X4 hF AFEMTY I 2 L— F LEEEZHRET
7=, ZOFEEHEHALE.

Lim (1994, 1995) applies a constrained eigenstructure technique experimentally to a
twenty-bay planar truss. His approach identifies element-level damage directly, rather than
finding perturbations to the stiffness matrix. The computation of element-level
perturbations is accomplished by diagonalizing the control gains, then interpreting the
diagonal entries as changes to the elemental stiffness properties. The technique is shown to
work well even with limited instrumentation.

Lim (1994, 1995) 1%, 20 ~A Y b 7 AZFEBRENSHIFINT & OEAHEREEZEN Lz, €077
7 —FTlE, HIMETHIOBEZ RO 5L 0) L0, EEERELLVOBREZHT L. EELL
OEBHOHEIX, = b —AT A a2 T 52 LI ko TiTbi, 0%, BERENMRREDZE
BE U TRAERLMHRT 2.

Schulz, et al. (1996) present a technique similar to eigenstructure assignment known as
“FRF

assignment.” The authors formulate the problem as a linear solution for element-level
stiffness and mass perturbation factors. They point out that using FRF measurements
directly to solve the problem is more straightforward than extracting mode shapes. They use
measured mobility functions (FRFs from velocity measurements) to obtain higher numerical
accuracy, since the velocity response is flatter over the entire spectrum than either the
displacement or acceleration response. The technique is applied to an FEM of a bridge
structure. Cobb and Liebst (1997) present another eigenstructure assignment-based method
for structural damage identification.

Schulz% (1996) 1%, EME)SZA AL E J73C (FRF assignment) & W9 BEA SR E LI FE%
ALl X, BRLNLVOMIM L EROEBEBEROMIEM L L CRIBELERL L. #51%, M
REFRIR DT DI EHEFRFOFHAE 2 fEH 32 D0, T— Ry = T2HHT 2 L0 bl ThH D 2 &
LTz, 6%, EEISED, B EITMEESEONTNANED b, AT MRz
THHIZENTND DT, K ERKEOFHIEZSD 72 DIZFHIE © YU 7 ¢ #E8E GRELFHHI HFRF)
A L7, £OFED, BEREEOFEMIZEF Sf7z. Cobb & Liebst (1997) (%, #EIEHRERE
DI, EAMERELEEX—R L LIZE 5 2D FiEE R LT
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Hybrid Matrix Update Methods and Other Considerations
ATV v RRATHIEF Tk & £ DHFIE

Baruh and Ratan (1993) use the residual modal force as an indicator of damage location.
They separate the residual modal force into the effects of identification error in the
measurements, modeling error in the original structural model, and modal force error
resulting from structural damage. They examine the sensitivity of the damage location
solution to errors in the original structural model and to inaccuracies in the modal
identification procedure.

Baruh & Ratan (1993) 1%, HEMEOHEIREE L TEEE—F L7+ — A% HW . #51%, FHINC
K DEERE, TV T EEET VICK D ET MEiRZE, 2 LT, HENRBGICERT 5 E—4
NT G —ARREDEECLY, BEE—FN T+ — A& nM LT, #E51%, Y VT UEEET LD
e & B — A OVRETFIEORKiEAET, HEAEM- RIS 5 RE LA L.

Kim and Bartkowicz (1993, 1994) and Kim, et al. (1995a) present a two-step
damage-detection procedure for large structures with limited instrumentation. The first step
uses optimal matrix update to identify the region of the structure where damage has
occurred. The second step is a sensitivity-based method, which locates the specific structural
element where damage has occurred. The first advantage of this approach lies in the
computational efficiency of the optimal update method in locating which structural
parameters are potentially erroneous. The second advantage lies in the small number of
parameters updated by the sensitivity-based technique.

Kim & Bartkowicz (1993, 1994), 725 ONZ, Kim%E (1995a) 1%, KBRS O RATHI 2 sHANC R
% 2 BtPEOEGHR HFIA A 2R Lt BT, BENBAEL TV OEEOMEZER T 5720
W2, ATHIE T O R A WD . 5 2 BeRECIE, RG34 L TV 2 F5E OREEEE R ONLE 230
6twm,@§N~X®$&%%w H. ZOTTa—FOF 1 ORFNL, BENREE T A—2D
&2 DT 2 720 DI 22 EHOHEDF R ZTND Z & Th D, 52 ORANT, BEN—
ADFFEIZIOEFNTA—Z &V TEDHZLTHD.

Li and Smith (1994, 1995) present a hybrid model update technique for damage
identification that uses a combination of the sensitivity and optimal-update approaches.
This method constrains the stiffness matrix perturbation to preserve the connectivity of the
FEM, and the solution minimizes the magnitude of the vector of perturbations to the
elemental stiffness parameters. The hybrid technique is shown to be more computationally
efficient than the iterative sparsity-preserving algorithm presented by Smith (1992).

Li & Smith (1994, 1995)1%, J&EE L EleHH T 7' v —F OMHGOE T, BEREDZHD A
7Yy RETAOEFTIEEZ R LIZ. ZOFIEE, FIMOMERSMEZ R 5 2 & CRIETSIOBE) %
IR L, BEHREEAIWE T A —=XITL CTEEVRT MVORE ZEZR/NNIT D, ZONA TV v RpTFE
1X, Smith (1992) IZX > TRINIEAN—ZAMEZREF LIZET VT AL X0 G, IR
FHiEE LRS-,

Dos Santos and Zimmerman (1996a) examine the effects of model reduction via component
mode synthesis (specifically using the Craig-Bampton technique) on the accuracy of damage
identification results obtained using the MRPT force residual and angle residual vectors.

Numerical examples were conducted using a FEM of a clamped-clamped beam divided into
five substructures of 3 or 4 elements each. Damage was simulated on one of the elements
within one of the substructures by reducing the cross-sectional moment of inertia by 25%.
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The results indicated that the MRPT force residual vector was unable to accurately locate
the damaged substructure. The results of applying the angle residual vector indicated that
the damaged substructure could be identified using a highly truncated component mode set,
and the damaged element could be identified using a more rich component mode set.

Dos Santos & Zimmerman (1996a) i3, MRPTZRHE ) LFKAENT MO AEEMEN L TH L RER
EORROKEET, arR—xr bE— FGIE (Craig-BamptoniENFHI MW O D) I2X2ET
VB NDEBZTRE Lz, BIEFNL, THENN 3N 4EED, 5 OO EEICEI SN2 T v
T XFFROFEM TR Sz, B85, BFmEMEE— 2 2 M & 26%I206 Lz 1 DO HED 1
OOEFL LTI ab— 3Nl RPTEE N bt UOURSIZRERIE, B2 7255
WG Z EREC RO oot BEEZ T IoioE 2 "I KA~ 7 MV OMELEH LI R
X, BB bU bRy R =R hE— Ry MEFIAT S Z EICKVFFETE .

Dos Santos and Zimmerman (1996b) propose a method for damage identification that uses
MRPT in conjunction with ordinary least-squares estimation to preserve the connectivity of
the FEM during the update procedure. The method produces estimates of the damage extent
in the form of element-level stiffness parameter perturbations. The procedure is conducted
in two steps: First, the damaged global stiffness matrix perturbation is estimated using the
MRPT algorithm. Next, a set of parameters representing the loss of stiffness in each element
is estimated by minimizing the error between the MRPT matrix perturbation and the global
stiffness matrix perturbation computed using the elemental stiffness matrices and the
stiffness reduction parameters. The unique estimation of the parameters requires that the
number of measurement be greater than or equal to the number of parameters being
estimated.

Dos Santos & Zimmerman (1996b) 1%, W FNELZ#E LT, FEMOEESGM 2K 2720, — R0 K
AN & HLTMRPTZ AW 2 BEGREELARE L. £OFIETIE, BRL-NLVOMIE ST A —X
DEFHOEAT, HEORE SOMEMEMAT S, ZOFIHEIL, 2 >DORT vy 7 TR END. 1
DODAT v AL, \EEZ T - RERIEATHOEE, MRPT7 LT Y XA Z VTR NS, &
12, FEZORMEIR FTZ2RT /NI A—20D% > N5, MRPTATHIOEE) &, ZEHRREIMAITH & B TN
T A—H &2 O THE SN 2RRIPEITHI OB E) - O ORZEZ F/IMET 5 Z Lic k> TR S
D, FONTGA—=ZO—ENEZHET 2720121E, FHIE LY 20, F00E, FELWEOHER S %
WELLT D,

Gafka and Zimmerman (1996) evaluate the performance of a mode shape expansion
algorithm known as Least-Squares Dynamic Residual Force Minimization with Quadratic
Measurement Error Inequality Constraint (LSQIC). The method is used to estimate the
component of the measured mode shapes at the unmeasured FEM DOF. The method
minimizes the error in the residual modal force vector that results from substituting the
expanded measured mode shape into the FEM eigenequation. The magnitude of the
difference between the expanded and measured mode shape at the measurement DOF is
constrained to be less than a certain fraction of the magnitude of the measured mode shape.
The method is compared to two standard techniques — Guyan (or static) expansion and
dynamic expansion — for application to both FEM model correlation and damage
identification. The results demonstrate that the expansion method allows for accurate FEM
correlation in the general case where the errors are distributed somewhat evenly in the
structure. However, in the case of damage identification, where the discrepancies between
the test data and the model are isolated at a few DOF, a smearing effect resulting from the
use of a singular value decomposition in the solution procedure can impede accurate
identification of the damage.
Gafka & Zimmerman (1996) 1%, [ Z¥RFHHERZD RN EXFIFKIfT & /b ZRIEOEH) 0758 ) Die/ME
(LSQIC) ] L LTHBNDE— Ry oA THET LTI ZLDNRT p—< 2 A% L. ZOHikE
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1, EHEIRTIREARFEMO BHBE T, FEN/-E— Ry = 72 BT -DICH NG, FDF
FEE, FEMEA FBRXOFCTHERKLZFHIE— Ry =d 7ORDVIZAE LT, BEE—F VT §—A
R MNNORREER/MET D, JEEE— Ry oA 7 EFHHESNZABREICE T 55T — Ry =17
EDFENORE I, FHIE— R =2 7OREZO—EDOHE LY L/ DX THEn5s.
ZOHIEL, FEMET LV OFBNE EBERIEICISHT 5720, —&i072 2 TYE—Guyan® /s & By
E—CHEEN D, FOMEIL, HEEX Y v R, #HENIC—RICEEICEEN BSOS X
I 72— iR — A TlE, FEMOFRBEMEZ EMEICRT ] EWH ZEEFFHL TS, L Lans,
HERED T — AT, RBRT —F LT NVOERPDOTRABHETCHEESNTWAEE, ifRF
NED P TR NS SR Z NS Z LIk o TAHELEAI T Y U7 LY, EfEBERENILE
na.

Yao and Natke (1994) present a model-based approach for damage detection and structural
reliability evaluation based on parameter changes of the verified mathematical model.
Hjelmstad and Shin (1997) present another damage detection technique based on FEM
updating. This procedure uses an adaptive parameter-grouping scheme to localize the
damage under the realistic conditions of spatially sparse measurement data. A technique is
proposed to determine a threshold above which damage can be discriminated from
background noise.

Yao & Natke (1994)1%, HEKRHEDT-ODETFNN—ZADT 71 —F L RIALFE OB FEET NV DI/RT
A—Z DEACIZFES S HEEE MM 2 8 L7, Hjelmstad & Shin (1997)1%, FEMT v 77 —7 4
YIHESL L) o OREREDT /=y 7 Hox L. ZOFIAE, EMICEIXSREHIIT —4
DEBEOSEMET CHIEZHIRT 272012, BHATRRR/ T A =22 08T51-0ICHwWbns. 20
T =X, HBEEANY I T R A XERKBIE N LT, BEREDTZOITRIND.

Doebling, et al. (1997) examine the effects of mode selection on the accuracy of the damage
location and extent identified using a FEM refinement scheme. A method is proposed to
select modes for the update based on modal strain energy content. James and Zimmerman
(1997) present a study of the model order reduction and measured data expansion processes.
The magnitude of errors introduced by the processes and the preservation of the original
load paths are some of the topics addressed in this paper.

Doebling% (1997) 1%, FEMOUR k% AW TRIE SN BEE L K& SORET, £— FERO
IRERE L. TOHEE, E—FNVNEZRINF—OEFERICESVEETHEZHNE LIE— R
BINT 272018 R S N7-. James & Zimmerman (1997) 1%, €7 VIRELOKE & FHlT — & OJEE
Tut ACETEMEE R L. AV DT AOMERBOFIEE TS5 2 itk Tk 282D
RESE, ZORLIIW< OO FE Yy 7 L LTIRY EFbTng.
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CRITICAL ISSUES FOR FUTURE RESEARCH IN DAMAGE
IDENTIFICATION AND HEALTH MONITORING
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This section contains a summary of the critical issues, as perceived by the authors, in the
field of vibration-based structural damage identification and health monitoring. The purpose
behind this section is to focus on the issues that must be addressed by future research to
make the identification of damage using vibration measurements a viable, practical, and
commonly implemented technology.

AL, IRBVZFH LEERERE L~ AE=2 Y U7 OGBICBWT, FEFENE 2 HHERE
WIZOWTEEDTWD., REDOHMIE, FATAEET, FEHANT, EEAREMN & L TR E 2 F) H
LB EREEEHNLT 572002, FRRIFZEE L THDLRTNIER LR VWHEE 7+ — AT H T &
Thb.

One issue of primary importance is the dependence on prior analytical models and/or prior
test data for the detection and location of damage. Many algorithms presume access to a
detailed FEM of the structure, while others presume that a data set from the undamaged
structure is available. Often, the lack of availability of this type of data can make a method
impractical for certain applications. While it is doubtful that all dependence on prior models
and data can be eliminated, certainly steps can and should be taken to minimize the dependence on such
information.

b EERMEL, BERERL I OMLEREO DO OMTET LI IO (b LX) AT —
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Almost all of the damage-identification methods reviewed in this report rely on linear
structural models. Further development of methods that have the ability to account for the
effects of nonlinear structural response has the potential to enhance this technology
significantly. An example of such a response would be the opening and closing of a fatigue
crack during cyclic loading, in either an operational situation or in the case of a
forced-vibration test. Many methods are inherently limited to linear model forms and,
therefore, cannot account for the nonlinear effects of such a damage scenario. Another
advantage of methods that detect nonlinear structural response is that they can often be
implemented without detailed prior models. It is of interest to note that the one application
where this technology is accepted and commonly used in practice, the monitoring of rotating
machinery, relies almost exclusively on the detection of nonlinear response.
ZOLR—=FCLEa— LIBHERETEDOSZ S BHIEOMEET VIZEY £7. BB OMEIR
BEOWREDOIRRNC /2 DRES 1 F5> TWDHFIED I LR HEBICIE, ZOHEWRZ 272V @ 5 algetEn
HVET. DL RISEOHNL, HEARIRHIREIFREROLA 21T 240 IR LR E DR O 57
BAOKHATLE Y. ZLOHEL KEEEET L7 4+ —LCHIRENT, LER-T, DX
IIRBET T VA DOIEREIREBETH N TEERA. IR OREISE 2R T 5 kD
BIOFFIL, FEMRMET A2 L TCENLZ LIFLIEFITTEX DL WD 2 ETT.  ZOEMI%
FANLNT, EEICIEROIERSND 1207 7Y r—> 3y, BT 50T =4 —33k
MIICEORICHE HEFT 2 2 LICERT 201E, BRI H Y £

The number and location of measurement sensors is another important issue. Many
techniques that appear to work well in example cases actually perform poorly when
subjected to the measurement constraints imposed by actual testing. Techniques that are to
be seriously considered for implementation in the field should demonstrate that they can
perform well under the limitations of a small number of measurement locations, and under
the constraint that these locations be selected a priori without knowledge of the damage
location.

ARl Y O EALEOREITHOEHERRE T EEROT A TR S 2 ORERIRAGERE &
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An issue that is a point of controversy among many researchers is the general level of
sensitivity that modal parameters have to small flaws in a structure. Much of the evidence
on both sides of this disagreement is anecdotal because it is only demonstrated for specific
structures or systems and not proven in a fundamental sense. This issue is important for the
development of health monitoring techniques because the user of such methods needs to
have confidence that the damage will be recognized while the structure still has sufficient
integrity to allow repair.

%2 < ODMRFE DR OGRS L 72> T DL, & EO/NSWHRERE =XV RT A —=HITH 2 D%
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An issue that has received almost no attention in the technical literature is the ability to
discriminate between changes in the modal properties resulting from damage and those
changes resulting from variations in the measurements. These variations result from
changing environmental and/or test conditions and from the repeatability of the tests. A high
level of variation in the measurements will prevent the accurate detection of small levels of
damage. Mazurek (1997) presents a technique to address the variability issue in the context
of vibration based damage identification. Very few vibration-based damage detection studies
report statistical variations associated with the measured modal parameters used in the
damage identification process. Even fewer studies report the results of false-positive studies
(cases where techniques indicate damage even though the data is from an undamaged
structure). Two recent studies (Doebling, et al., 1997a, and Farrar and Jauregui, 1996) have
started to examine these issues.
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With regard to long-term health monitoring of large structures such as bridges and offshore
platforms, the need to reduce the dependence upon measurable excitation forces is noted by
many researchers. The ability to use vibrations induced by ambient environmental or
operating loads for the assessment of structural integrity is an area that merits further
investigation.

F&out FEEBMR EORZFVEEDES~NLZAE=42 ) U ZIZB LT, HIE TE DIMES~DIKIE
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The literature also has scarce instances of studies where different health-monitoring
procedures are compared directly by application to a common data set. Some data sets, such
as the NASA 8- Bay truss data set and the I-40 Bridge data set, have been analyzed by many
different authors using different methods. However, the relative merits of these methods
and their success in locating the damage have not been directly compared in a sufficiently
objective manner. The study of the I-40 Bridge presented in (Farrar and Jauregui, 1996)
compares five vibration-based damage identification methods applied to the same data sets.
o, BB ol N AE=Z ) VT FIEN— RN T =522y b~DT 7V r—a o THEBSND
RN E VIS H Y . NASABIED N T A7 — &ty FR1-40 BridgeT —# & > M2
EDONWLONDOT =2ty "), Bigol- FiExENT 52 L TEL DR STHIEE I L > THHr
SNELZ. LrLedis, ZhbofiE L BIERERROER T+ EBIIN /2 5 1E CEELER S
NTWERA. 1-40 BridgeDFFEIE (Farrar & Jauregui, 1996), [F U7 —4 & v MI#H S 47252
DIRE~N— 2 DEEGFRIEEZ I L ET.

A final note on future research in the field of vibration-based damage identification: There is
a significant need in this field for research on the integration of theoretical algorithms with
application-specific knowledge bases and practical experimental constraints. For example,
most vibration-based damage identification theories are applied similarly to both an
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airframe and a highway bridge. However, real-life vibration monitoring of airframes and
highway bridges are radically different in terms of both equipment and techniques. Likewise,
design margins and periodic maintenance requirements are different for an airframe and a
highway bridge. Most (if not all) damage identification techniques proposed in the literature
do not take into account these differences.
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Overall, it is the opinion of the authors that sufficient evidence exists to promote the use of
measured vibration data for the detection of damage in structures, using both
forced-response testing and long-term monitoring of ambient signals. It is clear, though, that
the literature in general needs to be more focused on the specific applications and industries
that would benefit from this technology, such as health monitoring of bridges, offshore oil
platforms, airframes, and other structures with long design life, life-safety implications and
high capital expenditures. Additionally, research should be focused more on testing of real
structures in their operating environment, rather than laboratory tests of representative
structures. Because of the magnitude of such projects, more cooperation will be required
between academia, industry, and government organizations. If specific techniques can be
developed to quantify and extend the life of structures, the investment made in this
technology will clearly be worthwhile.
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